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Abstract. Hydrographic data from full-depth moorings
maintained by the Rapid/MOCHA project and spanning the
Atlantic at 26◦ N are decomposed into vertical modes in or-
der to give a dynamical framework for interpreting the ob-
served fluctuations. Vertical modes at each mooring are fit
to pressure perturbations using a Gauss-Markov inversion.
Away from boundaries, the vertical structure is almost en-
tirely described by the first baroclinic mode, as confirmed
by high correlation between the original signal and recon-
structions using only the first baroclinic mode. These first
baroclinic motions are also highly coherent with altimetric
sea surface height (SSH). Within a Rossby radius (45 km)
of the western and eastern boundaries, however, the decom-
position contains significant variance at higher modes, and
there is a corresponding decrease in the agreement between
SSH and either the original signal or the first baroclinic mode
reconstruction. Compared to the full transport signal, trans-
port fluctuations described by the first baroclinic mode rep-
resent < 25 % of the variance within 10 km of the western
boundary, in contrast to 60 % at other locations. This de-
crease occurs within a Rossby radius of the western bound-
ary. At the eastern boundary, a linear combination of many
baroclinic modes is required to explain the observed vertical
density profile of the seasonal cycle, a result that is consis-
tent with an oceanic response to wind-forcing being trapped
to the eastern boundary.

1 Introduction

With increased sampling of the oceans over the past decades,
the importance and ubiquitousness of low frequency and
large-scale waves has become increasingly clear and central
to the understanding of ocean dynamics. Although sufficient
coverage for interpreting the large spatial scales and long pe-
riods of these waves has come from satellite altimetry (Chel-
ton et al., 1998), long duration in situ measurements have not
been available to consider the sub-surface signals. An array
of full-depth moorings across the Atlantic maintained by the
Rapid/MOCHA project since 2004 provide a first descrip-
tion of the internal signature of such motions. Large-scale
waves transmit information and energy through the ocean
in response to changing forcing or to instability. Theories
of the setup and response of ocean gyres to wind-stress or
buoyancy input rely on energy being transmitted through the
ocean by planetary Rossby waves, or along the ocean mar-
gin by boundary waves (Johnson and Marshall, 2002). For
the waves to permanently adjust the ocean, however, their
energy has to be converted out of the wave motion and into
steady motion or altered stratification.

The Rapid/MOCHA array is designed to measure den-
sity profiles at the boundary as a means to calculate the
geostrophic basin-wide transport, which is a major compo-
nent of the meridional overturning circulation (Cunningham
et al., 2007). To date, density perturbations from waves or
eddies have been treated as transient features that are “noise”
on top of the low-frequency density signal. A strong reduc-
tion of surface eddy motions directly at the western boundary
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Fig. 1.Mooring locations. (a) Chart of the Atlantic showing all Rapid/MOCHA moorings (red dots), the 6 moorings used here (circled), and
the Florida Current cable (purple line). Cross-section of the transect for the (b) western boundary, (c) full transect, and (d) eastern boundary.
The eastern boundary slope moorings (EBH1–EBH5) are shown for the deployment in 2004. Bathymetry comes from ETOPO5.

(Kanzow et al., 2009) obviated concerns that the overturning
calculation was swamped by eddy signals (Wunsch, 2008).
Viewed in the context of waves transmitting energy around
the ocean, however, characterizing the nature of wave sig-
nals across the basin is a necessary and initial step towards
understanding planetary wave pathways.

The Rapid/MOCHA array collects a dataset unique in ver-
tical resolution and duration (Cunningham et al., 2007) that
lets us test hypotheses developed theoretically and numer-
ically with what we observe in the real ocean. Compared
to moorings used in a previous study (Wunsch, 1997), the
Rapid/MOCHA data have 3–5 times higher vertical resolu-
tion and resolve periods 2–4 times longer than typical for
moored observations. Our analysis focuses on perturbations
that span the water column and that can be consistently ex-
tracted from 5.5 years of observations. The fortuitous place-
ment of these moorings spanning a subtropical basin gives in-
sight into the pathways of planetary waves on a basin scale.
Characterizing the wave signals across the basin will sug-
gest the forcing regions, mechanisms, and energy transport
of such features.

Here we develop a technique to fit vertical modes to the
hydrographic measurements and illustrate how it allows in-
terpretation of the data. The use of theoretically derived ver-
tical modes provides a dynamical framework for interpreta-
tion. Further, given the goal of the array to measure the At-
lantic meridional overturning circulation, the influence of full
water-column signals to this large-scale transport is investi-
gated.

The article sequentially treats the following topics: data
sources (Sect. 2); theory of vertical modes (Sect. 3); numer-
ics of the decomposition (Sect. 4); an evaluation of the sig-
nal reconstructed from the decomposition and its consistency

with altimetric sea surface height (SSH) (Sect. 5); interpre-
tation and implications of our results (Sect. 6); and a brief
conclusion (Sect. 7).

2 Data

Moorings have been maintained since February 2004 across
the North Atlantic at 26.5◦ N as part of the Rapid/MOCHA
project. The moorings are designed to measure dynamic
height, and as such are equipped with moored CTDs (Seabird
microcats) in the water column. Though there are also bot-
tom pressure measurements at all moorings and direct veloc-
ity measurements at the western boundary (Kanzow et al.,
2008), we only present results from the moored CTDs.

2.1 Mooring observations

We consider the five full-depth moorings and the eastern
boundary mooring (Fig. 1), which are called from west to
east, WB2, WB3, WB5, MarWest, EB1, and EBH. The west-
ern boundary moorings (WB2, WB3, and WB5) are locate,
15, 40, and 490 km east of the Bahama continental shelf,
respectively; MarWest is on the western flank of the Mid-
Atlantic Ridge; EB1 is 1200 km west of the North African
coast, and EBH is a synthetic profile of multiple moorings
along the African continental slope that are 20–120 km from
the coast. WB2 is located in water 4000 m deep along the
base of the continental slope. EB1 is in water 5000 m deep at
the very bottom of the African continental shelf. The EBH
synthetic profile is created by vertically concatenating the
series of short moorings on the African continental slope.
Though EBH is not a single vertical profile and so can-
not strictly be interpreted with a vertical mode analysis, we
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include it in our analysis to see how well its variability can be
explained by these simple assumptions. To focus on the near-
boundary region, we terminate the EBH synthetic mooring at
EBH1, yielding a profile down to 3000 m. More detailed dis-
cussion of this point is given in the Discussion, but for now
we note that our approach is consistent with Kanzow et al.
(2010).

There are important differences between our analysis and
that used to calculate mid-ocean and overturning transports
by Cunningham et al. (2007) and others. They calculate mid-
ocean or interior geostrophic transport between WB2 and
EBH, but both profiles are extended to 5000 m by using
data from deeper instruments on moorings further offshore.
In addition, direct velocity measurements inshore of WB2
are used to capture energetic surface currents and transports
east of the Bahamas in what is called the western boundary
wedge. For calculating the overturning circulation, the den-
sity profiles are only interpolated to the depth of the shal-
lowest microcat. The interpolation to the surface is derived
by mass conservation: when all profiles of transport per unit
depth are added together (from geostrophic interior trans-
port, Ekman transport, Florida Current transport, and west-
ern boundary wedge transport), the profile must go to zero at
the surface and the bottom to conserve mass (Kanzow et al.,
2007).

The moored microcats are deployed for one year before
mooring turnover, and the bottom pressure sensors are de-
ployed for two years but with two sensors overlapping for
one year at each location. Records have week-long gaps be-
tween retrieval and recovery. Each mooring has 12–24 micro-
cats in the vertical, with a separation of 50–100 m near the
surface increasing to a separation of 500 m below 2000 m.
Time series of median sensor depths are shown later in
Fig. 4a.

The specific deployment strategy and geometry has
evolved since 2004, so each year’s mooring geometry is not
necessarily identical to that for other years. Sensor failures
and full or partial mooring failures introduce temporal gaps
that also contribute to differences between deployments. The
MarWest mooring site was relocated to a location that was
400 m deeper after the first two years (from a depth of 4815 m
to 5215 m). Otherwise, all deployments at the other mooring
sites maintained a consistent water depth.

The microcats are calibrated before deployment and af-
ter recovery by deploying them together with a highly accu-
rate ship-lowered CTD and adjusting them to agree with the
CTD. This calibration procedure makes the microcats accu-
rate to 0.001 ◦C for temperature, 0.002 psu for salinity, and
5–10 db for pressure. The bottom pressure recorders (BPRs),
although they are accurate to 0.001 db, suffer from exponen-
tial drift when first subjected to the high pressure at the bot-
tom of the ocean. These pressure drifts are fit with an expo-
nential plus linear drift (Watts and Kontoyiannis, 1990; Kan-
zow et al., 2007). This behavior means that the absolute value
of the bottom pressure is not suitable for analysis, and that

BPR measurements at a significant fraction of the deploy-
ment period (> 6 months for a 2 year deployment) may be
contaminated by the drift removal. As part of standard data
processing procedures (Kanzow et al., 2010), tides and other
high frequency signals are removed from each instrumental
record with a 2-day low-pass Butterworth filter.

2.2 Processing moored hydrographic data

To prepare the data for mode-fitting, we need to remove the
effect of mooring motion and calculate a wave perturbation
quantity. The procedure used by Rapid/MOCHA to gener-
ate profiles of temperature and salinity effectively removes
mooring motion. This point is discussed in detail because of
its importance to calculating wave perturbations.

Mooring motion is used to describe how horizontal water
motion pushes moorings over and downward. When hydro-
graphic data is collected from an instrument that does not
remain at a constant depth level, the measured signal will in-
clude a signal related to the stratification, in addition to the
signal of interest caused by time-evolving ocean flow. We
need to take care that mooring motion does not bias our esti-
mates of wave perturbations. A common method when con-
sidering a database of moored measurements is to remove
moorings that exhibit significant correlation between temper-
ature and pressure (Alford, 2003), but this approach is not
an option when considering specific moorings. For instance,
mooring WB3 can be knocked down several hundred me-
ters because it is located near the center of the Deep Western
Boundary Current, and even in quieter locations such as at
EB1 vertical motion is typically 50–100 m in amplitude.

To depth-level the moorings and remove the influence
of mooring motion, we use the same vertical interpolation
technique used by the Rapid/MOCHA project (Cunningham
et al., 2007). This procedure grids microcat measurements
of temperature and salinity onto a 20-db grid using clima-
tological gradients of temperature and salinity to interpolate
between instruments (for details see Johns et al., 2005). A
single temperature measurement T1 at a known pressure p1 is
integrated downward to the next sensor (T2, p2) using clima-
tological gradients dT /dp. Because in general the measured
T1 is not at the same depth as in the climatology T (p), the
integral starts at p1 using dT /dp initiated at the climatologi-
cal depth of T1. When integrated down to p2, this downward
integral will in general give a different temperature than the
measured T2. The same procedure is used to integrate upward
from sensor 2. The next step is to create a smooth profile that
goes through both measurements. Between sensors 1 and 2,
the upward and downward integrals are added together with
linear weights that go from 0 to 1, such that the measured
values are preserved at the sensor depths. For instance, half-
way between the sensors the interpolated value is the average
of the upward and downward integrations.

This interpolation technique is used in two ways. The first
way is to generate a continuous profile from the deepest to

www.ocean-sci.net/8/345/2012/ Ocean Sci., 8, 345–367, 2012



348 Z. B. Szuts et al.: Modal decomposition across 26◦ N

the shallowest instrument, exactly the same as done for regu-
lar Rapid/MOCHA processing. The second way is for calcu-
lating wave perturbations for each sensor. Instead of interpo-
lating onto a regular grid, each sensor is gridded to its median
sensor depth over its deployment. This is depth-leveling, in
that it removes the influence of climatological stratification
over a short vertical distance in order to calculate wave per-
turbations.

This approach to depth-leveling microcat records can be
quantified by comparing correlations between pressure and
temperature before and after the leveling. If there is signif-
icant mooring motion, then pressure and temperature will
be negatively correlated. Regardless of mooring, the depth-
leveling acts to make such correlations more positive. At
WB3 the correction is critical because of large knock-down
by strong horizontal currents, changing the correlations from
a median value of r = −0.65 before leveling to −0.08 af-
ter. The leveling is also significant for moorings with weak
buoyancy (e.g. the first and second deployments of WB2),
which also experience stronger than normal mooring motion.
At other moorings the increase in r is 0.05–0.10, which is
typically larger for instruments shallower than 1000 m, and
does not alter the generally weak correlations between pres-
sure and either temperature or salinity.

The continuously gridded temperature and salinity profiles
are then used to calculate density, which is integrated ver-
tically to yield reduced pressure following MacKinnon and
Gregg (2003); Lee et al. (2006):

pr =
g

ρ0

0∫
z

ρ(z)dz + C. (1)

Reduced pressure is dynamically equivalent to geopotential
anomaly (Appendix A) and so requires a choice of reference
level as indicated by C. That pr is based on a vertical inte-
gral downward from the surface is problematic because the
shallowest instrument is not at the surface and its depth (typ-
ically between 50 and 120 m) changes with deployment. Ac-
cordingly, we choose the deepest measurement depth on each
mooring to be the reference level.

To reflect that there are only a limited number of sensors
on each mooring, we only use one measurement per sensor
instead of a continuous profile. Each sensor’s median depth
is used to extract pr , and then the time-average is subtracted
to obtain the pressure perturbation p′

r . This quantity is depth-
leveled.

The near-surface layer is problematic because it is strongly
influenced by the atmosphere, such as by seasonal heating,
buoyancy fluxes, or wind-input of kinetic energy. These sig-
nals are not expected to be indicative of, or coherent with,
the full water column wave signal. We remove the influence
of such surface processes on our analysis here by not us-
ing any instruments whose median depth is shallower than
140 m for WB2, WB3, and WB5, or shallower than 200 m

for MarWest, EB1, and EBH. In addition to containing large
signals from processes not of interest here, near-surface mea-
surements lead to numerical instability in the decomposition,
as discussed later.

Gridding and time-averaging can only be done meaning-
fully over a single deployment period. No sensors are at ex-
actly the same depth for different deployments because of
changes in mooring geometry. There are only well-defined
time-averages over a single deployment, and, correspond-
ingly, wave-perturbations can only be calculated over the
same time interval (1 to 1.5 years). Some deployments of
microcats last for a relatively short period of time, especially
those at EBH where each depth-level is turned over individu-
ally. To be able to maintain a meaningful time-average, only
deployments longer than 115 days are included in this anal-
ysis.

The approach described above can be summarized by the
following steps that take the direct measurements to the
quantities used for mode fitting: (1) interpolate the temper-
ature and salinity measurements to a vertical grid using cli-
matological gradients, (2) calculate density profiles, (3) cal-
culate pr using Eq. (1), (4) subtract pr(zbottom) from pr(z) at
each time step, (5) interpolate pr at the median depth of each
sensor, and (6) subtract the time-average to obtain p′

r .

2.3 Satellite altimetry

Sea surface height (SSH) comes from altimetry, and specif-
ically from the reference series of the DT-MADT product
from Aviso. This is a product made by optimally interpolat-
ing corrected along-track data onto a 1/3◦ by 1/3◦ grid every
7 days. Note that, in addition to standard tidal corrections,
corrections are also made for static atmospheric loading (in-
verse barometer effect) as well as for the high-frequency
barotropic response of the ocean to changes in atmospheric
sea level pressure. These geophysical corrections are applied
to the along-track data before optimal interpolation, and so
barotropic signals cannot be diagnosed from the gridded SSH
product. Although the 10-day repeat period of the Jason-
1 and Jason-2 orbits formally gives a Nyquist period of 20
days, large-scale signals will be sampled by adjacent tracks
and so periods shorter than the Nyquist frequency may be re-
solved for signals with large enough spatial scales. The refer-
ence series means that only data from a Jason satellite (either
Jason-1 or Jason-2) and from Envisat (repeat period of 35
days) are used, which provides a dataset with homogeneous
temporal sampling and related errors. SSH is interpolated to
the locations of the moorings.

Unlike subsurface moorings, SSH is a surface measure-
ment that responds to multiple near-surface processes. The
most obvious surface signal unrelated to full-water column
motion is seasonal heating and cooling, which only depends
on latitude: this we remove by subtracting the zonal average
of SSH across the Atlantic. No effort is made to remove other
seasonal cycles that may exist in the data (Ekman transport,
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coastal upwelling, seasonality of ocean circulation, etc.), as
they are more technically challenging to remove and may
overlap with our interest in full-depth baroclinic motion.

3 Vertical modes

When considering oscillatory signals in the ocean that fill
the water column, the vertical dimension can be separated
from the equations of motion to yield discrete vertical shapes
of variability. Stratification strongly alters the mode shapes,
and a large number of assumptions can be made to arrive at
various forms of modes. We proceed with two of the more
familiar assumptions: modes in a flat-bottomed and motion-
less ocean (e.g. Gill, 1982), and modes that include realistic
topography and geostrophic circulation derived from a hy-
drographic climatology (Killworth and Blundell, 2003).

3.1 An ocean with flat bathymetry and no background
motion

The simplest theoretical assumptions are a flat-bottomed
ocean in a motionless background state. With the quasi-
geostrophic approximation, two equations result (e.g. Gill,
1982; Wunsch and Stammer, 1997):

ρ0
∂2w

∂z∂t
=

(
∂2

∂x2 +
∂2

∂y2

)
p′

N2w =
1
ρ0

∂2p′

∂z∂t
, (2)

where ρ0(z) is a reference density profile, N2(z) is the buoy-
ancy frequency, and w and p′ are perturbation quantities of
vertical velocity and pressure perturbation. Horizontal veloc-
ities can be calculated from the momentum equations and
have a phase relationship to w and p′ described by polariza-
tion relations.

The two equations in Eq. (2) are separable in z and yield
two vertical structures, Fn(z) and Gn(z), for a given mode
number n = 0,1, . . .. Fn describes the vertical shapes of
u,v,p′, while Gn describes that of w and vertical displace-
ment ξ . Different modes are vertically orthogonal to one
other, and each is normalized to have unit magnitude when
projected onto itself. The orthonormality conditions require
no scaling for Fn and scaling by N2 for Gn. The bound-
ary conditions are dFn/dz = 0 at z = 0,−H , and Gn = 0 at
z = 0,−H . These mode shapes will be referred to as flat-
bottomed (or FB) modes to distinguish them from the modes
defined in the following subsection.

The modes are calculated numerically by solving

d2Gn(z)

dz2 +
N2(z)

c2
n

Gn(z) = 0 or

d
dz

(
1

N2(z)

dFn

dz

)
+

1
c2 Fn(z) = 0, (3)
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Fig. 2. Vertical mode shapes at each station, for depth-uniform
modes (black), flat-bottomed baroclinic modes 1 (red solid) and 2
(blue solid), and KB baroclinic modes 1 (dashed red) and 2 (dashed
blue, only calculable at stations MarWest, EB1, and EBH). The lo-
cal water depth is indicated by a dashed horizontal line. The modes
are normalized to unit vertical rms and are dimensionless.

where cn is a separation constant whose physical interpreta-
tion is the phase speed for an internal gravity wave with mode
n. The only input is the stratification profile N2(z), which is
calculated following the method of Chelton et al. (1998) from
the climatological T/S profiles used for the gridding proce-
dure.

For this study, we consider reduced pressure perturbation
p′

r = p′/ρ0 (in m2 s−2) which is expanded in terms of modes
as

p′
r(x,y,z, t) =

∞∑
n=0

Pn(x,y, t)Fn(z). (4)

We adopt the convention of keeping the modal amplitude Pn

in physical units such that Fn is dimensionless.
Representative mode shapes are shown for the stratifi-

cation at each mooring (Fig. 2). The zero-crossing of the
first baroclinic mode is close to the base of the thermocline.
Heading from the Bahamas eastward across the Atlantic,
the depth of the first mode zero-crossing deepens: 970 m at
WB2, 1100 m at WB3, 1210 m at WB5, 1360 m at MarWest,
1510 m at EB1, and 1090 m at EBH. Since the location of
MarWest was changed after the first two years, two different
vertical modes are used to account for the significant change
in water depth.

3.2 An ocean with sloping bathymetry and mean
circulation

A significant body of literature (Killworth et al., 1997; Chel-
ton et al., 1998) found that sloping topography and time-
averaged ocean currents alter the propagation speeds notice-
ably from the flat-bottomed case. We follow the derivation
of Killworth and Blundell (2003) and use their algorithms
to calculate more realistic modes at the mooring locations
in the long-wavelength limit. These results will be referred
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to as KB modes. Though they derive the vertical modes
G(z) for vertical velocity or isopycnal displacement, it is
straightforward to calculate the F(z) modes of interest from
F(z) = dG/dz (Wunsch and Stammer, 1997; Killworth and
Blundell, 2003). With a Wentzel-Kramers-Brillouin-Jeffreys
(WKBJ) approximation in the horizontal, the equations of
motion for small perturbations yield a vertical ODE for
Gn(z) of the form

d
dz

[
dGn

dz

1
R

]
+

S

R2 Gn = 0, (5)

where S accounts for non-uniform stratification and R is (mi-
nus) the locally Doppler-shifted frequency:

S =kN2(z)
/
f (6)

R =ku(z) + l v(z) − ω. (7)

Zonal and meridional wavenumbers are given by k and l.
Compared to Killworth and Blundell (2003), all equations
have been recast into Cartesian coordinates and variables
have been renamed for consistency with the flat-bottomed
theory presented earlier. The boundary conditions are

G = 0 at z = 0 (8)
dG

dz
= 1 at z = 0 (9)

G = −α
dG

dz
at z = −H, (10)

where α is a parameter that represents the effect of bottom
slope

α =

(
∂H

∂y
−

l

k

∂H

∂x

)
. (11)

The first boundary condition (8) is a rigid lid condition suit-
able for free waves, while the second (9) is merely for scaling
purposes. The third (10) is a kinematic boundary condition of
no flow normal to the bottom, which reduces to α = ∂H/∂y

for a purely westward propagating wave with l = 0.
The complexity of the formulation is reflected by the facts

that KB vertical modes no longer maintain orthogonality, and
that higher modes often can not be found because of lack
of convergence of the numerical algorithm (Killworth and
Blundell, 2003). Generally, the vertical modes at any one lo-
cation depend on frequency and wavenumber, in addition to
the predetermined topographic slopes. The calculated solu-
tions are the long wave-length limit of the general case. In
this limit the waves are non-dispersive, and the solutions only
depend on the direction of the wavenumber vector (k,l) and
not its magnitude. In addition to calculating G(z) and F(z),
Killworth and Blundell (2003) also calculate group velocity
by expanding the unknown dispersion relation into integrals
and terms from Eq. (5) that can be numerically evaluated. Be-
cause of the long-wavelength limit, the resulting group veloc-
ity is independent of ω and only depends on the propagation
direction.

For the purposes here of comparing KB modes to flat-
bottomed modes, we only solve for KB modes that propagate
due west with l = 0. Solutions are only found at all moor-
ing locations for the first mode, though the second mode is
also found at MarWest, EB1, and EBH. The first baroclinic
modes from the KB solution (Fig. 2), compared against the
flat-bottomed modes, generally have deeper zero-crossings
except at WB3 and WB5: 1032 m at WB2, 1080 m at WB3,
1185 m at WB5, 1394 m at MarWest, 1539 m at EB1, and
1225 m at EBH.

4 Mode Fitting

Observations used to investigate internal waves, though com-
monly interpreted in terms of modes, are usually obtained
with very different sampling strategies than those used by
Rapid/MOCHA. Typically, modes are fit to either moored
current meters or repeat hydrographic profiles. The Rapid/-
MOCHA sampling strategy of moored hydrographic obser-
vations requires a combination of existing mode-fitting ap-
proaches. In particular, we need to balance a discrete number
of sampling depths in the vertical against the use of continu-
ous hydrographic profiles in the literature.

4.1 Reduced pressure perturbation

From hydrographic data, there are three quantities that could
be used to fit vertical modes to: (1) density perturbations ρ′,
(2) isopycnal displacements ξ , or (3) pressure perturbations
p′. We choose to work with pressure perturbations and ex-
plain below our reasoning.

Density perturbations are as close to the direct measure-
ments as possible. Despite this, they are hardly ever invoked
or discussed, with Woodgate and Killworth (1996) being the
only recent study the authors could find. Interpreting density
modes would be unable to benefit from the broad literature
based on F or G modes.

Isopycnal displacements are often used in the literature
to investigate internal waves and require the use of vertical
modes as given by Gn(z). This variable has the advantage of
being calculated from the directly measured density anomaly
via

ξ =
ρ′(z)

dρ0
/

dz
. (12)

The choice of density gradient dρ0
/

dz relies on the same cli-
matological gradients used for the gridding procedure. There
are two difficulties with using isopycnal displacements, one
numerical and one interpretational. In terms of numerics,
because of the limited degrees of freedom, standard lin-
ear regressions are not well constrained and so we need to
turn to Gauss-Markov inversion instead. For fitting Gn(z)

to isopycnal displacements, however, the residuals need to
be weighted by N2 (Gill, 1982). Even though the weight-
ing by N2 can be incorporated into the numerical inversion
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done for Gauss-Markov inversion, incorporating the weight-
ing into other aspects of the numerics is not straightforward,
in particular assigning a priori uncertainty to the measure-
ments and calculating a posteriori confidence limits. In terms
of interpretation, the modes Gn(z) are not as easy to relate to
other data sets. First, the barotropic mode is not well defined
for G(z), which precludes comparison with bottom pressure
records. Second, surface or bottom intensified signals in the
observations cannot be efficiently explained by Gn because
it vanishes at the surface and seafloor by definition. Third,
SSH is often expressed in terms of pressure perturbation at
the surface, whereas the relation between SSH and isopycnal
displacement contains a frequency-dependent phase lag.

This leaves pressure perturbation p′ from Eq. (1) as the
quantity that will be considered for the rest of the article, with
the corresponding vertical modes Fn(z). Similar relations to
Eq. (1) exist for calculating p′ by integrating N2ξ (Kunze
et al., 2002), but we prefer to start from ρ(z) because this
quantity relies on the climatological profiles only once (in the
vertical gridding procedure for ρ), instead of 3 times when
using ξ (once for ρ, once for ∂ρ

/
∂z , and once for N2 inside

the integral).
An additional advantage to the choice of p′

r is its dynam-
ical equivalence to perturbations of geopotential anomaly
(Appendix A1). This correspondence allows direct compari-
son between mode-based reconstructions of reduced pressure
perturbation and geostrophic transports. At the same time,
difficulties are introduced by requiring a choice to be made
for reference level (Appendix A2). We proceed by using the
same treatment for the original hydrographic data and the
modes wherein a depth-uniform constant is undetermined.

4.2 Numerics of mode fitting with discrete inversion

Numerically, there are two ways to fit vertical modes to p′
r :

using an integral method based on continuous profiles, or us-
ing an inverse method on point measurements. We choose
the latter for our analysis, because each mooring only has a
limited degrees of freedom corresponding to the number of
instruments deployed.

Although the integral and inverse methods for mode fitting
give very similar results when there are many degrees of free-
dom and equal vertical spacing, that is not the case for moor-
ing data. The integral method is typically used with CTD pro-
files that have a very fine and uniform vertical spacing (Lee
et al., 2006), whereas an inverse is typically used for current
meters that have only a few instruments on each mooring at
unequal vertical spacing. The dynamic height moorings have
much greater vertical resolution (12–24) than is typical for
current meter moorings (usually 3–5 in the database used by
Wunsch, 1997). In fact, all of the Rapid/MOCHA moorings
meet exacting criteria given by Wunsch (1997), compared
with none of the records in his database: being in deep water,
having at least 6 instruments, and lasting 2 years or longer in
total. Technical reasons prevent a single mooring from being

deployed for longer than 2 years (typically 1–1.5 years for
Rapid/MOCHA moorings), but redeployments over multiple
years will still capture intermittent but strong signals and pro-
vide a good temporal average of periods shorter than the de-
ployment duration. Calculating time-averages over each de-
ployment period will reduce the intensity of signals with pe-
riods longer than a year, but such signals would still show up
as near-linear trends in each deployment.

The mode fit to p′
r is expressed as

p̂r
′(z, t) =

M−1∑
n=0

P̂n(t)Fn(z) = p′
r(z, t) + ε, (13)

where the notation ·̂ indicates the value obtained by inver-
sion, M is the number of modes included in the fit, and ε

is random error in measurements or the fit. The barotropic
mode is n = 0, while the highest baroclinic mode is M − 1.
The inverse results using flat-bottomed modes are satisfac-
tory at all stations when M = 5, where our criteria are ex-
plained in detail below and in Sect. 5.2. When using KB
modes we use M = 2, which is only the depth-uniform mode
and the first KB baroclinic mode because only the first KB
baroclinic mode can be calculated at all stations.

Algebraically, Eq. (13) can be rewritten as

AP + ε = Bp′ . (14)

The variable A (size J ×M) is the basis function matrix con-
taining in its ith column Fi(zj ); P is a column vector of the
M modal amplitudes to be determined; ε is a column vector
of error; and Bp′ is a column vector of the J observations of
p′

r .
Although these equations can readily be solved with least

squares, least squares often gives unrealistically large values
for P̂n. With no constraint other than minimizing the mean
residual, least squares regression often finds very large coef-
ficients whose sum cancels at the observation depths, at the
expense of having large values between constrained depths.
This is especially problematic when the basis functions are
hard to distinguish based on the depths of the measurements.

An alternative approach called the Gauss-Markov method
(Wunsch, 1996) allows more physical specifications to be
included. In contrast to a least-square estimate, the Gauss-
Markov estimate minimizes the variance of the fit and thus
gives a more stable solution. In practice, the solution has a
smooth vertical structure that comes from limiting the mag-
nitude of the fit between data points. In addition, uncertain-
ties of the mode amplitudes can be calculated directly with a
priori formulae. The modal amplitudes are found by

P̂ = B0AT
(
AB0AT

+ IJ σ 2
)−1

Bp′ , (15)

where B0 is an a priori estimate of the variance of the modal
amplitudes, IJ is the identity matrix of size J , and σ 2 is the
accuracy of the observations. We start with the assumption
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that all modal amplitudes are equal, which is implemented
by setting B0 to be a unit matrix multiplied by the average
variance of p′ at all depths. The uncertainty in the measure-
ments σ 2 is set to 0.0002 m2 s−2, based on the resolution of
p′. The error covariance matrix is given (Wunsch, 1997) as

B1 = B0 − B0AT
(
AB0AT

+ IJ σ 2
)−1

AB0. (16)

The error in each estimate of the modal amplitude Pn is
(B1,nn)

1/2.
We purposely choose the number of modes M to be less

than the number of instruments J . If we had chosen M = J

and performed a least squares inversion, then a complete de-
composition would result and the signal could be exactly
reconstituted from the basis functions. Such an inversion is
very unstable, however. The combination of using Gauss-
Markov inversion and M < J leads to a smoother result that
is hopefully more physically relevant. Despite this choice,
we must still verify what mode numbers have unambiguous
signals that are not affected by the number and vertical dis-
tribution of the measurements.

For comparison with the KB modes for which M = 2 is
used, it is necessary to perform an additional decomposition
with flat-bottomed modes for M = 2. This stems from nu-
merical issues related to the orthogonality of the modes when
evaluated at the sensor depths. The vertical modes are calcu-
lated and made orthogonal on a much finer vertical grid than
the measurements, and so orthogonality is not maintained
when the modes are evaluated at the depths of the sensors.
Vertical gaps caused by sensor failure and by a lack of near-
surface measurements contribute to this problem. For lack of
perfect orthogonality, modes that partially overlap will share
variance between them when many modes are included. As
a result, the decomposition with M = 2 has more energy in
the two modes than does the decomposition with M = 5. An
equal comparison between the flat-bottomed and KB mode
decompositions thus requires M = 2 to be used for both.

In comparison to the Gauss-Markov method, an integral
method for mode fitting (Gill, 1982; Kunze et al., 2002)
based on the continuous gridded profiles would treat errors
in a very different manner. Integral methods are often used
with continuous CTD/velocity profiles that have data points
every meter or two, which is in contrast to the procedure of
gridding moored hydrographic measurements using only 12–
24 independent samples. If we were to perform a fit from
the continuous gridded profiles that linearly interpolates be-
tween sensors, we would implicitly assume that wave pertur-
bations are vertically coherent between adjacent instruments
regardless of the depth-separation. For an unchanging sen-
sor geometry we would obtain self-consistent results, but the
sensor geometry changes significantly between deployments.
Inspecting the raw data shows that there is variance at all of
the vertical scales that are resolved by the moorings.

The Gauss-Markov method explicitly gives one degree of
freedom to each data point, and the magnitude of observa-

tional accuracy σ defines how smooth the inversion will be
between sensor depths. This method is a uniform way to treat
all deployments regardless of sampling geometry. It also sep-
arates the question of what vertical scales can be resolved by
the inversion into one of choosing M that gives consistent
results for all deployments.

The mode fits include a barotropic mode, which may at
first appear inconsistent with our use of hydrographic data
that cannot resolve barotropic motion. As previously de-
scribed, however, the dynamic consistency between p′

r and
φ′ requires that we make some choice of reference level,
whether explicitly or implicitly. Though the exact choice will
determine the absolute magnitude of the signal (Appendix
A2), our interest in the baroclinic component is met by treat-
ing φ and p′

r in the same fashion and not taking the mag-
nitude at face value. All moorings exhibit barotropic ampli-
tudes that are well correlated with those of the first baroclinic
modes (BC1) and that are of similar magnitude. The corre-
lation is strongest for the interior moorings (R = 0.93) and
is weaker at the boundaries (R = 0.57 at WB2, R = 0.76 at
WB3, R = 0.83 at EBH). This violates the assumption that
modes are independent and the expectation that barotropic
motion is significantly faster than baroclinic motion.

In practice, we found that including a barotropic mode in
the mode inversion is necessary to maintain the choice of a
zero reference level at the seafloor. Though this maintains
consistency between φ and the mode reconstructions, we do
not interpret the barotropic component of the fit. Since the
barotropic mode is indeterminate and has an unknown rela-
tionship with the dynamical sense of the word, we refer to it
as the depth-uniform response for the remainder of the arti-
cle. Further discussion is given in Appendix A2.

The choices made for mode fitting depend strongly on the
vertical resolution of the moorings. Our choice of M < J

was made for uniform results for all deployments. In con-
trast, Wunsch and Stammer (1997) chose to fit 5 modes to
moorings with predominantly 3–5 current meters per moor-
ing. Though no details were given on the sensitivity or ro-
bustness of his fits, he needed to consider significant correla-
tion between mode amplitudes when quantifying the amount
of variance recovered by subsets of modes. Similarly, our
choice of excluding near-surface data was made because this
region is inconsistently sampled and is highly sensitive for
the inversion because all modes have strong signals at the
surface. When high vertical resolution at the surface is not
matched at depth, then the deep maxima that distinguish
higher modes are not resolved properly. The inversion is
then a balance between resolving high vertical structure in
the surface layer (energy to higher modes) with smoothly
fitting widely-spaced deep measurements (energy to lower
modes). We have calculated mode decompositions that in-
clude the shallow sensors, and the results show only minor
differences with those presented here. This is further proof
that our method is robust.
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In addition to numerical concerns, our choices reflect our
interest in signals in the full water column. Surface signals
are driven by very different dynamics that the harmonic mo-
tions described by vertical modes. Given that the moorings
do not adequately monitor this layer, at best one microcat is
in the bottom of the surface-mixed layer; uniform consider-
ation of near-surface density anomalies is not tractable from
our measurements.

5 Results

Having described the vertical mode decomposition, now we
interpret how accurate it is and how well it can recover orig-
inal measurements made by the moorings and independent
measurements made by satellite altimetry.

5.1 Quantities and variables used for analysis

Three quantities are considered in the rest of this article:
(1) the originally-measured and gridded signal following
standard Rapid/MOCHA processing, (2) reconstructed sig-
nals from modal decompositions, and (3) SSH from altime-
try. The original signal is broken into temporal perturbations
as φ′ or p′

r and a time average 〈φ〉. These quantities are calcu-
lated over each mooring deployment. The modal decompo-
sition calculates mode amplitudes based on predefined mode
shapes. Because the normalization of the mode shapes deter-
mines their relative magnitudes, it is necessary to multiply
them together to obtain a physically meaningful result. This
is done either at a specific vertical level (e.g. Fn(z0)Pn(t))
or averaged over the water column using the vertical rms of
the mode shape (namely Pn(t)

∫
F 2

n dz). Reconstructions are
formed by adding modes together, for which we can use all
flat-bottomed (FB) modes (M = 5) or the first two modes,
the depth-uniform mode and the first baroclinic mode (BC1).
Reconstructions using the first two modes are based on de-
compositions with M = 2, and can be done either with flat-
bottomed modes or with KB modes. As the constant of in-
tegration is undetermined for transport calculations based
on vertical integrals of p′

r or φ′, we only consider time-
perturbations assuming a reference level at the bottom.

SSH is used both for comparison to the surface pressure
perturbation as well as for transport calculations. When cal-
culating transports derived from SSH, we set gη′ as the am-
plitude of the first baroclinic mode (Wunsch and Stammer,
1997; Hirschi et al., 2009). The vertical structure comes from
the flat-bottomed first baroclinic mode F1, after which stan-
dard calculations with a bottom reference level yield time-
fluctuations of transport.

All three of these quantities are expressed in the same units
m2 s−2 by proper normalization (e.g. φ, p′

r , and gη) and so
their magnitudes can be directly compared. Though we do
not present data from bottom pressure measurements, they
need to be scaled by ρo to obtain the same units.

5.2 Accuracy of mode decomposition

The mode decompositions are first quantified for their ac-
curacy in recovering the original signal, which depends
strongly on the number of modes used in the inversion.

By an “accurate” fit we mean one that meets the few ex-
pectations that we have in advance: the surface layer (above
140–200 m) should be coherent with the signals directly be-
neath it; and the reconstructions for each deployment should
be comparable in variance and frequency content. The first
criterion is easily broken if too many modes are solved for;
even M = 6 is too large, which is caused by the Gauss-
Markov method forcing the fit to zero in depth-ranges un-
constrained by data. The second criterion relates to whether
the changing vertical distribution of sensors between deploy-
ments is sufficient to change the statistics of the fit. This is
to be avoided, otherwise the results would be biased by the
instrument distribution.

As an example, detailed results are shown for WB5
(Fig. 3). The first deployment has no microcat at 250 m with
adjacent microcats at 100 and 400 m (as seen by the median
sensor depths shown in Fig. 3a). The reconstruction using all
flat-bottomed modes (M = 5, Fig. 3b), however, gives sur-
face results that are coherent with the signal at 400 m. There
is a strong positive signal in the original data (Fig. 3a) at
the end of 2004 measured by sensors at 50 and 100 m that
is not recovered by the reconstruction. Such a signal was
purposely excluded by limiting the inversion to data below
140 m, because the strong surface intensification implies a re-
sponse forced by the atmosphere that does not contain energy
throughout the water column. Generally, the p′

r signals are
strongest above the permanent thermocline (above 1000 m),
which corresponds to the zero-crossing of the first baroclinic
mode. Residuals of the full reconstruction (Fig. 3c) exhibit
much lower vertical coherence than shown by the oceanic
signal.

A quantitative assessment of the signal and the fits
(Fig. 3d) show that the vertical rms of the original signal
(black line) is 0.24 ± 0.18 m2 s−2 (average ± standard de-
viation), whereas that of the residuals with M = 5 (blue line)
is two order of magnitude smaller (0.008 ± 0.004 m2 s−2).
The flat-bottomed and KB reconstructions (light blue and
light green) with M = 2 have residuals an order of magni-
tude smaller than the signal (rms residuals of 0.03 ± 0.03 and
0.04 ± 0.03 m2 s−2), but give equivalent results. In a relative
sense, the M = 2 reconstructions recover most of the large-
amplitude signal, but when the signal is small they do not
recover as large a percentage of the signal. Note that the rms
operates on the 12–24 depths with direct measurements be-
cause errors are only defined at these depths.

The other stations (Fig. 4) have smaller amplitude fluctua-
tions compared to WB5, but the fits are accurate to the same
absolute accuracy. The stations near the boundary (WB2,
WB3, EBH) have weaker oscillations that occur on faster
time scales compared to the stations in the interior. The
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Fig. 3. An example reconstruction at WB5. (a) The original reduced pressure perturbation (in color), with median instrument depths (hor-
izontal black lines) over each deployment. (b) The reconstructed reduced pressure perturbation using all 5 flat-bottomed modes. (c) The
residual of the fits at constant depth levels over each deployment (note the enlarged color scale). (d) The vertical rms of the original signal
(black), and the vertical rms residual of the reconstructed signal using all flat-bottomed modes (blue), using 2 flat-bottomed modes (light
blue, obscured by green), and using 2 KB modes (green). Different deployment periods are delineated by vertical lines.

eastern stations (EB1 and EBH) lack strong near-surface
fluctuations, in contrast to WB2 and WB3 that have signals
intensified at the shallowest microcat. The surface-layer cut-
off of 140 m for the WB moorings removes some of this
near-surface signal, but often this signal extends beneath the
surface-forced layer above 140 m. Data gaps from missing
near-surface instruments strongly affect the reconstruction in
the near-surface layer.

The rms deviations at each station (third column of Fig. 4)
shows how well the signal in the vertical can be recovered
by our mode decomposition at each time step. At all sta-
tions the decomposition effectively recovers large-amplitude
events, but is less accurate during periods of weak signals.
The frequency observed in the direct measurements increases
noticeably from WB5 to WB2, and it is also high at EBH.
With higher frequency fluctuations, these stations also have
weak signals more frequently than in the center of the ocean.

The rms deviations can be summarized by calculating their
time-averages to capture the dominant variance at each sta-

tion (Fig. 5a). The averaged deviation of the original signal
varies from 0.16 m2 s−2 at WB2, up to 0.24 m2 s−2 at WB5,
and down to 0.08 m2 s−2 at EBH. The rms deviations using
all 5 flat-bottomed modes are factors of 10–30 smaller than
the original signal (0.019 m2 s−2 at WB2, 0.007 m2 s−2 at
WB5, 0.006 m2 s−2 at EBH), while rms deviations using just
the first two modes are factors of 3–6 smaller than the orig-
inal signal (0.05 m2 s−2 at WB2, 0.04 m2 s−2 at WB5, and
0.03 m2 s−2 at EBH).

From the original and error signals, we can calcu-
late a variance explained by analogy to R2 using 1 −

(rms dev/original rms)2 (Fig. 5b). Using this metric, the
full mode reconstruction recovers more than 98 km of the
variance at all stations. The M = 2 reconstructions still re-
cover most of the variance, with values from 88 km at WB2
to 97 km at WB5. The M = 2 reconstructions give simi-
lar results regardless of whether the flat-bottomed or the
KB modes are used, aside from at EBH where the M = 2
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Fig. 4. Reconstructions for all moorings. (left column) The original p′ reduced pressure perturbation (in color), with median instrument
depths (horizontal black lines) over each deployment. (center column) The reconstructed p′ using all 5 flat-bottomed modes. (right column)
The vertical rms of the original signal (black), and the vertical rms residual of the reconstructed signal using all flat-bottomed modes (blue),
using M = 2 flat-bottomed modes (light blue, obscured by green line), and using M = 2 KB modes (green). The rows from top to bottom
are for moorings WB2, WB3, WB5, MarWest, EB1, and EBH. Each mooring deployment is delineated with vertical black lines.
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Fig. 5. (a) Time averages of vertical rms for the original signal (black with error bars), the residual from the complete flat-bottomed recon-
struction (pink with error bars), the M = 2 flat-bottomed reconstruction residual (blue with error bars), and the M = 2 KB reconstruction
residual (green with error bars). Standard deviations are shown over the entire record length with the error bars. In addition, the standard error
of the mean for the original signal is also indicated (gray error bars). (b) Fractional variance (see text) explained by the full flat-bottomed
reconstruction (purple), the M = 2 flat-bottomed reconstruction (blue), and the M = 2 KB reconstruction (green).

flat-bottomed reconstruction is slightly better (by 4 %) than
the KB reconstruction.

The above results confirm that all the reconstructions ac-
count for the majority of the signal. This means that only the
lowest few vertical modes (between 2 and 5) are efficient ba-
sis functions for explaining vertical structure at our mooring
sites. Use of more modes than necessary would mix oceano-
graphic signals with results dependent on alignment between
the vertical sampling and the choice of modes.

Though time-series of the mode amplitudes are not shown,
they are important indicators of whether the fitting method
gives consistent results independent of the particular deploy-
ment. The choice of M = 5 does gives consistent results, but
even increasing M by 1–3 is sufficient for the sensor geome-
try to influence the mode decompositions.

5.3 Interpretation of vertical and modal structure

With the modal decomposition verified for consistency and
accuracy, we can now interpret waves perturbations in mode
space in addition to depth-space (Fig. 6). A depth-space in-
terpretation is given first for reference. Note that the bottom
referencing forces the deepest value to zero at all times.

At WB5, the standard deviation of p′
r increases linearly

above the base of the thermocline (at 1300 m) and is rel-
atively uniform below. Approaching the western boundary
three changes occur: the base of the thermocline or the zero-
crossing of the first baroclinic mode rises 200 m, the surface
intensification of p′

r decreases, and the signal strength be-
low the thermocline increases. To the east of WB5, the zero-
crossing of the first baroclinic mode deepens further (Fig. 2).
MarWest, EB1, and EBH also show a reduced surface inten-
sification compared to WB5, but the signal strength below
the thermocline remains weak.

In terms of mode-space, the surface-intensified signal at
WB5 corresponds to a large and dominant contribution from
BC1. The higher modes contribute little, and the depth-
uniform mode reflects issues related to the bottom refer-
encing, which are not of primary interest here. The change
in vertical structure from WB5 to WB2 is also reflected in
mode-space: the standard deviation of the BC1 decreases
while those of higher modes increase, such that at WB2,
BC1 is no longer dominant in the variance it describes. Sim-
ilar though less strong changes occur from WB5 to the east-
ern boundary: the BC1 decreases in strength, but the higher
modes remain weak. For comparing the flat-bottomed and
the KB modes, it is necessary to do decompositions with the
same number of each modes. The reason is clear (Fig. 6),
in that the same total variance is spread between a fewer
number of modes. Though the M = 2 reconstructions tend
to have slightly larger amplitudes, they are consistent with
each other and display similar trends across the basin.

The Gauss-Markov inversion gives error bounds for the
mode amplitudes, the average value of which is shown by
the dashed lines in Fig. 6a. For the full M = 5 reconstruc-
tion with the flat-bottomed modes, the average error given
by the Gauss-Markov inversion is well below the rms am-
plitude of the modes. The weak amplitudes found for BC3
and BC4 at MarWest, EB1, and EBH are close to but above
the average error. When fewer modes are inverted for, as for
the KB M = 2 decomposition, the errors are even lower than
those shown for the flat-bottom mode inversion with M = 5.
Standard deviations of M = 2 reconstructions are shown in
Fig. 6a for comparison with the observations (in black). Both
the flat-bottom (blue) and KB (green) reconstructions cap-
ture the dominant vertical structure, with discrepancies above
200 m (indicated by a horizontal dashed line) because this
region is excluded from the inversion, and at the bottom
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because additional modes contribute to the zero variance im-
plied by our choice of a bottom reference level.

The decrease in surface intensification is consistent with a
decrease of SSH, as previously identified by Kanzow et al.
(2009). Most directly, the reduction of SSH is related to a
decrease in surface intensification above 1000 m, whether in
a proportional or absolute sense. In mode space, however, it
is only the BC1 mode that decreases from WB5 to WB2. As
shall be shown later, this fact has a significant implication for
the utility of SSH near the boundary.

At MarWest there is a slight mismatch between the BC1
mode and the observed vertical structure, but it does not
affect the decomposition. The zero crossing of the flat-
bottomed and KB BC1 modes are 200 m higher than indi-
cated by the change in slope of the standard deviation of p′.
At the other stations these two depths agree much better. The
disagreement at MarWest cannot be remedied by consider-
ing KB modes with different propagation directions, such
as might be expected for planetary waves deflected along
f/H contours as they cross the mid-Atlantic Ridge. If too
many modes are fit, such a mismatch of modes and vertical
structure could create depth-localized residuals in phase with
the BC1 amplitude, which in turn yields undesired correla-
tion between the modes. Though this effect is strong when
M = 8, the use here of M = 5 greatly minimized it. If a large
number of modes are used to extract oceanographic signals

(e.g. Lee et al., 2006), then care must be used to interpret the
mode amplitudes.

5.4 Local near-surface signals

The first verification of the reconstruction is of the surface
or near-surface signal, which allows comparison to be made
with SSH. To avoid incorrectly ascribing modal dynamics to
surface atmosphere-driven processes, we choose the 200 m
depth level for making comparisons, similar to Kanzow et al.
(2010) and consistent with excluding near-surface measure-
ments from the fitting procedure.

The altimetric and mooring measurements are not ex-
pected to be exactly the same because of sampling and pro-
cessing differences. SSH comes from a 7-day optimally-
interpolated AVISO product that filters out variance at small
spatial scales and short temporal periods. Altimetric returns
are also contaminated close to coastlines. In contrast, the
shallowest instrument on a mooring does not resolve the up-
per 60–120 m of the water column, has no horizontal smooth-
ing, and is 2-day low-pass filtered. Differences between SSH
and the mooring measurements will be incongruent because
SSH includes surface-layer processes, whereas the mooring
measurements do not. From visual inspection, surface pro-
cesses are shallower on the western side of the transect than
on the eastern.
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Fig. 7. Geopotential anomaly at 200 db. (a) Time series of geopotential anomaly for the original measurement (8, black), the amplitude of
the flat-bottomed BC1 mode at 200 db (p′

BC1 = P1F1(p = 200), blue), and SSH (gη, red). Stations are listed from the western boundary
at the bottom to the eastern boundary at the top. (b) Correlations (R) between quantities shown earlier: 8 and p′

BC1,FB (solid blue), 8 and
p′

BC1,KB (dashed blue), 8 and SSH (red), SSH and p′
BC1,FB (pink), and SSH and p′

BC1,KB (purple). Prior to calculating the correlations, 8,
p′

BC1,FB, and p′
BC1,KB are 10-day low-pass filtered. Error bars are calculated with a Fischer z-transform, and the degrees of freedom is the

length of the time-series divided by the integral time-scale. Distances between the stations and to the coastlines are shown at the bottom.

Agreement between the directly-observed dynamic height,
the BC1 reconstruction, and SSH is quite good (Fig. 7). The
same pattern as previously noted holds for this comparison:
the signals are strongest and agree most closely in the cen-
ter of the basin, while the correlation is reduced at WB2 and
at EB1. Reconstructions using M = 2 are as well correlated
with SSH or the original signal as are the BC1 reconstruc-
tions shown. Including the depth-uniform mode, which is
highly correlated with the BC1 mode, increases the magni-
tude of the reconstruction such that it matches the observed
signal better.

Especially noticeable with this time series is that the sig-
nals at WB2 and EBH are high-frequency and lack the low-
frequency fluctuations that dominate at WB5. The signal at

WB3 is intermediate in both magnitude and frequency con-
tent compared to WB5 and WB2. The pattern is different in
the eastern basin, however: The amplitude decreases from
WB5 to MarWest to EB1, but the dominant periods remain
relatively long. The signal at the eastern boundary (EBH) is
of similar magnitude to that at EB1 but has much more vari-
ance at high frequencies. As there are no full-depth moor-
ings east of EB1, it is not possible to isolate how close to the
boundary this change occurs (Chidichimo et al., 2010).

The time series (Fig. 7a) are quantified by calculat-
ing correlation coefficients (R) between the three variables
(Fig. 7b). The φ′ and p′

r signals, though shown in Fig. 7a at
full temporal resolution, are 10-day low-pass filtered prior
to correlating with SSH so that all signals have the same
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high-frequency cut-off. The error bars are 95 % confidence
intervals calculated using a chi-square distribution for the
Fischer z-transformed correlation coefficients. The degrees
of freedom are calculated using the duration of the time series
divided by the integral time-scale 0, namely DOF = N1t/0

(Emery and Thomson, 1997). From west to east, the inte-
gral time-scales for φ′(p = 200db) are 17 d at WB2, 14 d at
WB3, 53 d at WB5, 28 d at MarWest, 28 d at EB1, and 12 d
at EBH. The addition of the depth-uniform component or the
remaining BC modes does not significantly change the cor-
relations.

The BC1 decomposition recovers the original signal well
at 200 db (black, blue, and dark blue lines), with R > 0.85 at
most stations but down to 0.75–0.80 at EB1 and EBH. The
correlation of the original signal with SSH (red line) is max-
imum at WB5, is decreased by half at WB2, and is zero at
EBH. The BC1/SSH correlation has similar structure across
the basin compared to the original/SSH correlation. Despite
this, the BC1/SSH correlation is slightly weaker compared
to the original/SSH correlation. Small vertical scale features,
which are not resolved by BC1 (presumably) contribute to
the slightly better correlation between original/SSH.

The fact that MarWest has smaller correlation than the two
stations on either side can be attributed to the slight mismatch
of BC1 to the observations. Though this mismatch did not
play a significant role when considering the residuals, it is
more important when considering specific depth levels.

In contrast to the other stations, SSH is practically uncor-
related at EBH to subsurface signals. The surface intensifi-
cation at EBH is very weak and is limited to above 200 db,
and there is only a modest signal in the thermocline (200 to
1500 db).

One may also expect that bottom pressure might be cor-
related with the depth-uniform mode or the dynamic height
signal, with or without subtracting the SSH signal. Though
these correlations (not shown) are small and insignificant at
WB5 and stations to the east, they are marginally signifi-
cant at WB2 and WB3. The magnitudes (R = 0.34 ± 0.19
explaining 10 km of the variance) are small enough that little
utility is gained from them. The limited significance at WB2
does substantiate the findings of Bryden et al. (2009) that bot-
tom pressure at WB2 is coherent with changes in baroclinic
transport.

5.5 Local Transport signals

Since the Rapid/MOCHA array is intended to measure trans-
port, we extend the previous section to vertically-integrated
geopotential anomaly:

T local
=

1
f

200m∫
−H

φ′ dz. (17)

Though geostrophic transports are calculated as the ver-
tical integral of horizontal gradients of geopotential (T =

(1/f )
∫
(φB − φA)dz), the equation above represents the

amount of transport fluctuations implied by a single moor-
ing. This approach is similar to that used by Kanzow et al.
(2010) and Chidichimo et al. (2010) to isolate the influ-
ence of moorings at the western or eastern boundaries on the
basin-wide geostrophic calculations, for which they used a
time-averaged profile of φ to remove the influence of one
boundary. The transport calculated is the total baroclinic sig-
nal from the seafloor to 200 m (see Appendix A2).

The three quantities discussed in the previous section are
used here: the original geopotential anomaly φ′, the BC1 re-
construction p′

r , and a reconstruction based on SSH. SSH
fluctuations at a mooring location, after scaling by gravity,
are taken as the amplitude of the BC1 mode. The surface
expression is extrapolated into the water column using the
vertical structure of BC1. The BC1 and SSH reconstructions
are substituted into Eq. (17) to obtain a local transport per-
turbation.

Previously noted points are again apparent from Fig. 8,
proceeding eastward from the western boundary: weak high-
frequency signals near WB2, large low-frequency signals at
WB5, weaker and longer-period signals at EB1, and weak
high-frequency signals at EBH. The BC1 reconstructions
accurately recover how standard deviations vary across the
basin. Though the reconstruction standard deviations are al-
ways less than the original signal, the two boundary moor-
ings (WB2 and EBH) exhibit the largest under-estimation.
These two moorings exhibit different signals from the other
moorings, so this is not surprising. Any decomposition will
spread variance between all available modes, and so one
might expect that only fitting two modes (M = 2) would al-
low the BC1 component to recover a greater variance. Half
of the moorings (WB3, WB5, EB1) contradict this expecta-
tion, while the half that meets it only have minor increases
of variance (< 15 %) that do not close the gap between the
reconstruction and the original signal. For the interior moor-
ings, the 20 km lower amplitude of the reconstructions sug-
gests that higher modes are responsible for this fraction of the
signal. For the two boundary moorings, correlations suggest
that transport fluctuations do occupy the full water column
and can partially be recovered from BC1 modes. At EBH the
large correlation (R = 0.8, Fig. 8c) between the reconstruc-
tion and the original signal is in contrast to BC1 recovering a
small fraction of the variance (10 %, Fig. 8b).

SSH signals accurately recover long-period fluctuations at
WB3, WB5, and MarWest in terms of phasing, but the am-
plitude of SSH-derived transports is 30 km larger than the
actual signals. This likely relates to the moorings not sam-
pling the near-surface part of the water column. At WB2
and EBH, SSH slightly underestimates the transport signal
by 20 %. SSH is more coherent at EBH with the integrated
transport than with φ′ at 200 db. Despite this, SSH at EBH
poorly reflects the transport signal because SSH has a larger
amplitude and is dominated by low-frequency motions.
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Correlations between transports calculated from original
measurements, BC1 reconstructions, and SSH reconstruc-
tions (Fig. 8c) have smoother transitions across the basin than
for 8′ at 200 db. BC1 reconstructions are significantly bet-
ter than SSH at recovering the original transport signal. The
variance recovered (R2) varies from 22 km at WB2 to 76 km
at WB5 to 56 km at EBH, and is smaller than for the rms
residuals described by Figure 5. SSH has weak but similar
correlations with the original signal or with the BC1 recon-
structions, with a maximum of 40 km coherent variance at
WB5 and MarWest and a minimum of less than 10 km at ei-
ther boundary. BC1 reconstructions have similar correlations
against SSH as does the original signal.

Most importantly for reconstructing basin-wide transport,
SSH does not recover more than 10 km of the local transport
variance at the two boundary stations compared to either the

original signal or the BC1 reconstruction. This low correla-
tion occurs within one Rossby Radius of the boundary, which
is 45 km at this latitude for BC1. If the eastern and western
boundaries have uncorrelated fluctuations, as all evidence so
far indicates, then the total explained variance from SSH will
be no larger than 10 km (R2

= 0.06). The BC1 reconstruc-
tion recovers more of the signal with R2

= 0.38, but even
this is not very accurate compared to the moorings. Note that
this calculation is not directly comparable to the full basin-
wide density gradients reported by Cunningham et al. (2007)
because we do not extend the WB2 and EBH profiles with
instruments and moorings at deeper depths.

5.6 Application to EBH

Having shown how the modal decomposition changes across
26.5◦ N, now we turn to a closer investigation of the EBH
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mooring. Chidichimo et al. (2010) found that the seasonal
cycle of density anomaly at EBH extends down to 1400 m,
has a maximum in April–May and a minimum in October-
November, and follows an annual cycle in wind stress curl
by a quarter period. One interpretation of the seasonal cycle
in density has been in terms of surface forcing of vertical
modes (Kanzow et al., 2010), and so our framework allows
a more detailed examination of the vertical structure of the
seasonal cycle.

The first comparison to make is whether the shape of the
seasonal density anomalies is similar to that expected for ver-
tical modes. Unlike Kanzow et al. (2010), who used strat-
ification at 60◦ W, we used stratification directly at EBH.
The zero-crossing of the first baroclinic mode is 130 m shal-
lower with EBH stratification compared to MarWest stratifi-
cation, and is 400 m shallower than using MarWest stratifica-
tion with a synthetic depth of 5000 m. For direct comparison
to the observations, we first derive vertical modes for density.

Density modes Hn can be calculated from pressure per-
turbations modes by applying the hydrostatic relation, or al-
ternatively from vertical velocity modes via Hn = N2Gn.
We derive that density modes are orthogonal with respect to
N−2.

The observed seasonal density perturbation (Fig. 9) de-
creases strongly from the surface to 800 m, decreases linearly
from 800 m to 2000 m, and is close to zero below 2000 m.
The signal is within a month of being in phase at all depths,
though there is a hint from Chidichimo et al. (2010) that the

maximum signal at depths of 1000–1400 m leads that above
500 m by one month. This apparent phase lag could also be
explained by vertical merging of moorings at different hor-
izontal locations. None of the 3 lowest density modes is a
clear fit to the observed vertical shape. Modes higher than
the second baroclinic mode do not give a near-uniform phase
throughout the water column. The first baroclinic mode has
a uniform maximum from 400–1200 m and vanishes at the
surface, which strongly contradicts the shape of the observed
seasonal anomaly. The barotropic mode is the closest fit, al-
though it misses the observed intensification between 200–
800 m. Though a shape can be calculated for the barotropic
density mode, it is much smaller in magnitude than the baro-
clinic signals. It is highly doubtful that the barotropic mode
can be excited strongly for such long periods or that it is
physically meaningful in general or on a sloping boundary.
Since no single density mode is sufficient to describe the
observations, we conclude that many modes must combine
to give the observed profile. Correlations between the baro-
clinic modes are not large enough to indicate a dominant ver-
tical structure at EBH.

Previously presented results on the accuracy of the mode
reconstructions give further insight into how well the signal
at EBH can be recovered with a modal analysis. Reconstruc-
tions with M = 2 and M = 5 do significantly better at re-
covering transport variance at EB1 (80 km for M = 2) com-
pared to EBH (56 km for M = 2) (from Fig. 8). The reduced
accuracy of low order vertical modes at EBH compared to
EB1, despite the strong seasonal signal at EBH, contradicts
the dominance of low order vertical modes at EBH suggested
by Kanzow et al. (2010).

6 Discussion

The dataset provided by Rapid/MOCHA is well suited for
studying large-scale planetary waves. The decent vertical
resolution throughout the entire water column and the long
time-series are essential for evaluating low-frequency mo-
tion, and the hydrographic measurements of density are par-
ticularly appropriate given how potential energy is dominant
for large-scale planetary waves.

The main result from our analysis has been seen repeatedly
in the results presented. Subsurface fluctuations in the center
of the basin are large, are well described by a first baroclinic
mode, and have long periods. These signals are accurately
described by SSH, especially the large signals in the western
basin. At the boundaries, however, the signals are weak, are
poorly described by the first baroclinic mode, and have large
variance at relatively short periods. These differences explain
why SSH is of limited utility at the boundaries.

Though these results may appear obvious in hindsight, the
agreement between SSH and vertical modes has often been
assumed but has rarely been analyzed in detail. The decrease
of the surface signal towards the western boundary has been

www.ocean-sci.net/8/345/2012/ Ocean Sci., 8, 345–367, 2012



362 Z. B. Szuts et al.: Modal decomposition across 26◦ N

the focus of much recent attention (Wunsch, 2008; Kanzow
et al., 2009; Zhai et al., 2010), but the underlying assump-
tion has always been that it is solely the surface amplitude
that is of importance. Similarly, studies that interpret SSH in
terms of the first baroclinic mode assume that this relation-
ship is stable and uniform at all horizontal locations, whether
based on numerical modeling (Hirschi et al., 2007, 2009) or
on ARGO observations (Willis, 2010). We have shown that
this is a false assumption close to the boundaries at 26◦ N.
Exactly where and how these assumptions fail gives useful
insight into the local dynamical processes.

In particular, our finding of reduced agreement between
BC1 motions and SSH or transport at the boundaries is
concomitant with a change in the frequency content of the
signals. This change is expected from theoretical consid-
erations: time-scales in the interior are governed by slow
geostrophic adjustment, whereas time-scales close to bound-
aries can be much faster because motions can be balanced
against topographic gradients or through frictional effects.
Many varieties of boundary waves (Kelvin waves, topo-
graphic Rossby waves, or mixed boundary waves) are possi-
ble, and frictional effects act as sources or sinks of potential
vorticity.

Previous studies have considered similar issues in numeri-
cal models (Hirschi et al., 2007, 2009). Despite Hirschi et al.
(2009) processing the numerical results in a fashion simi-
lar to how observations would be processed, the numerical
data is entirely self consistent and “perfectly” sampled with-
out measurement noise or noise from unrelated processes
(e.g. tides), so it gives an upper limit for correlations be-
tween SSH and geopotential anomaly. The mooring measure-
ments require substantial data processing, while the gridded
SSH product requires even more, and so it was not known
in advance how self-consistent the two independent datasets
would be. Both studies show weak but marginally significant
correlations on the boundaries at 26◦ N. Although our analy-
ses are not directly comparable, we find larger correlations in
the interior than suggested by their model. Our finding that
the first baroclinic mode does not dominate at either the east-
ern or western boundary explains why even small errors in
reconstructing boundary profiles can have large relative im-
pacts on the resulting overturning calculation.

EOFs efficiently extract the dominant variability, but can
give misleading results if the spectrum is continuous or if
two modes are of equal amplitude (Wunsch, 1997). The re-
sults then are difficult to interpret dynamically. We also note
that profiles of unit transport, calculated as the horizontal dif-
ference of geopotential anomaly between EBH and WB2,
cannot be meaningfully interpreted as vertical modes. Ver-
tical modes describe vertical oscillations at one horizontal
location, and, even if two locations have the same stratifi-
cation, using a single mode to explain the difference of two
widely-separated profiles of geopotential anomaly is dynam-
ically inappropriate and complicates interpretation. For this
reason it is also necessary to consider the amplitude in addi-

tion to correlation, because subtracting two large signals that
have small but incoherent errors will accentuate the errors,
as is the case for basin-wide transport calculations. Our de-
composition approach is in contrast to a statistical approach
such as an empirical orthogonal function (EOF) analysis. A
dynamical framework behind the vertical shapes allows the-
ory to be applied to and tested against the observations. This
feature will be exploited in future research.

We have found the simple flat-bottomed theory to be the
most useful for interpretation despite its limitations. Once
additional considerations are added to the flat-bottomed
motionless-ocean modes, however, there is not a consen-
sus on boundary conditions (Killworth and Blundell, 2003;
Tailleux and McWilliams, 2001), how to incorporate forcing
(Killworth and Blundell, 2007; Lapeyre, 2009), or what con-
ditions invalidate the WKBJ approximation in the real ocean.
In part, this is because varied observations highlight different
components of the complete and continuous spectra of wave
processes in the ocean. A comparison of vertical structures
calculated from four theoretical assumptions (Hunt et al.,
2012) did not find any theory to be adequate in describing ve-
locities taken from a numerical model. We specifically inves-
tigated the more complete theory of Killworth and Blundell
(2003). A critical but unavoidable side effect of increased
complexity is that only a limited number of modes can be
calculated. Regardless of the mode shapes, decompositions
will find larger amplitudes when only two modes are resolved
(depth-uniform and BC1) than when many more are. When
the decomposition is only done for two modes (the depth-
uniform and BC1 modes) with the flat-bottomed and the KB
modes, comparable results in terms of magnitude and corre-
lation are obtained. The flat-bottomed and KB modes have
the greatest differences close to the sea surface, which itself
is a region we seek to downweight in our analysis.

There are two ways to interpret our modal analysis: as
picking out discrete wave signals (e.g. for the BC1 compo-
nent), or as defining a spectrum (Nash et al., 2006). The dis-
crete approach was favored here, as it lends itself to com-
parison with SSH and to transport-related questions raised
by the purpose of the Rapid/MOCHA array. Despite having
more than 12 instruments in the vertical, we find that only a
limited number of modes (5) can be inverted for if the results
are to be independent of the exact vertical placement of in-
struments within the typical mooring geometry used for the
project.

The details of agreement between subsurface fluctuations,
baroclinic modes, and sea surface height indicates the impor-
tance of near-surface signals and forcing. A clear example of
the different conclusions reachable is a comparison of Chel-
ton et al. (1998), Chelton et al. (2007), and Lapeyre (2009),
in which altimetric SSH signals are interpreted respectively
as non-linear Rossby waves, as oceanic eddies, or as forced
surface-intensified waves. Different resolution SSH products
and a different treatment of surface signals and forcing led to
mutually exclusive conclusions. Similarly, studies based on
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current meters (Wunsch, 1997) will respond preferentially to
signals with strong kinetic energy at the depths sampled.

We minimized the influence of near-surface signals on our
mode decompositions by excluding measurements shallower
than 140 m or 200 m (depending on the station). There are
many energetic surface processes, but not all of these pro-
cesses are related to vertical modes. Some, such as surface
buoyancy forcing or Ekman convergence, can be generation
mechanisms for internal waves. A clear understanding of
what spatial and horizontal time-scales are necessary to gen-
erate low-frequency planetary waves is complex and poorly
understood (Killworth and Blundell, 2007), and we do not
tackle it here. Forced planetary waves would further need to
propagate downward over some horizontal distance before
they feel the bottom (Johnson, 2011), before which point ver-
tical modes would not be efficient basis functions.

Though one might hope that the different observing sys-
tems of subsurface dynamic height and SSH would be con-
sistent measurements, this holds true often than desired, es-
pecially close to the boundaries. A third independent mea-
surement that could be compared against its bottom pressure,
which is also measured by Rapid/MOCHA. The frequency
content of bottom pressure (Bryden et al., 2009) is much
different from the moored hydrographic measurements, with
large variance at high frequencies. We have attempted to find
correlations between various combinations of geopotential
anomaly, SSH, and bottom pressure, but practically no co-
herence has been found other than small correlation at WB2.
Bottom pressure at WB2 has been investigated by Bryden
et al. (2009), and, after removing many sources of noise,
there is a signal coherent with local changes in geopotential
anomaly.

We expect the Rapid/MOCHA measurements and the re-
sults of our vertical mode analysis to be similar in general
to other subtropical regions. Equatorial and subpolar regions
have different balances, set by changing contributions from
baroclinic Rossby wave speeds, stratification effects (baro-
clinic around the equator and barotropic towards the poles),
and topographic steering through f/H contours.

The vertical structure of the seasonal density anomaly
at EBH has interesting implications for the ultimate cause
of this seasonal cycle. Our conclusion that multiple verti-
cal modes are necessary to reproduce the vertical profile at
EBH contradicts the conclusion of Kanzow et al. (2010) that
the seasonal cycle is predominantly caused by the lowest
two baroclinic modes. The fact that deep density anoma-
lies slightly lead shallower density anomalies implies upward
phase propagation and downward energy propagation, and is
consistent with the fact that multiple modes are necessary to
describe vertically propagating signals.

The hypothesis of low-order westward-propagating modes
describing the seasonal cycle at EBH has two other limi-
tations, one observational and one theoretical. As Kanzow
et al. (2010) acknowledge, their model of wind-forced low-
order baroclinic modes only allows for monotonic west-

ward propagation of vertical modes. No westward propagat-
ing signals, however, have yet been identified between EBH
and EB1. Previous results found no seasonal cycle at EB1
(Chidichimo, 2010) and no significant correlations at any lag
between EBH and EB1 for 50-day low-pass filtered overturn-
ing stream functions (Chidichimo et al., 2010). There is re-
duced transport variability at EB1 compared to EBH, seen
by Chidichimo et al. (2010) and in our results (Fig. 8), which
relates to different variances at periods shorter than 50 days
(Chidichimo et al., 2010). Although we find similar vari-
ance in the lowest few modes at EBH and EB1, the reduced
accuracy of mode decompositions (whether with M = 2 or
M = 5) at EBH compared to EB1 further substantiates that
the variability at each station is fundamentally different and
could not be described by westward propagating signals. A
breakdown of coherent westward transport is easier to be-
lieve for signals with energy at multiple modes, compared to
signals with energy at low baroclinic modes.

A second limitation is that the close proximity of the con-
tinental slope will interfere with a flat-bottomed modal re-
sponse. With the EBH moorings located close to the bottom
at multiple horizontal locations along the slope, it is unknown
whether the unsampled water column above the shallowest
sensor on EBH1 (for instance) would exhibit the same sea-
sonal cycle as that measured at the same depth by moorings
further east. Near-coastal wind reversals typically lead to sea-
sonal upwelling and downwelling that rely on proximity to
the boundary. The presence of a quarter-period phase lag be-
tween wind stress curl and the seasonal cycle (Chidichimo
et al., 2010) is consistent with damped forcing by wind. The
hint of upward phase propagation with a month-long phase
delay compared to the 12-month long cycle suggests that the
ocean response to wind-forcing is faster than the seasonal
cycle of the wind forcing. Even if the apparent phase delay
arises from vertical merging of moorings at different hori-
zontal locations, the oceanic response still appears to occur
much faster than the seasonal cycle in wind. The high mode-
number content and lack of westward propagation further
support the seasonal signal being a damped and forced re-
sponse instead of a freely propagating feature.

An alternative explanation, consistent with the seasonal
signal being confined to EBH, is a forced response that has
a vertical structure that decays exponentially from the sur-
face (Killworth and Blundell, 2007). Regardless of the type
of vertical structure, theoretical explanations of trapping to
the boundary will require consideration of bottom topogra-
phy.

The expected process can also be motivated by the con-
straint on horizontal scales given by topography and wind-
forcing. The Rapid/MOCHA moorings are located in a broad
canyon between the Canary Islands and the North African
coast that is 100 km wide at the location of EBH1 and nar-
rows towards the African coast. If there is upwelling in-
duced circulation, the topographic ridge of the Canary Is-
land chain will prevent a meridionally-uniform response as
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typically found in well-known eastern boundary upwelling
regions. The zonal scale is indicated by that of wind stress,
which appears to be less than 100 km at 16◦W (Kanzow et al.,
2010). Location is also important: significant seasonal den-
sity signals are measured at EBH3 and to the east, which
corresponds to longitudes east of 14◦W. The wind-stress curl
used by Kanzow et al. (2010) to explain the seasonal cycle is
taken at 26.5◦ N, 16.1◦W. Chidichimo et al. (2010) extracted
wind-stress curl further east (at 27.12◦ N, 15.38◦W), a lo-
cation half-way between EBH1 and EBH2 where the zonal
scale of wind-stress curl is 40 km (Chidichimo, 2010).

At EBH there can be two responses to divergence-free
wind stress. Ignoring boundaries and friction, Ekman pump-
ing will depress the base of the mixed layer, and the verti-
cal displacement vanishes at the seafloor and is close to zero
at the surface (K. Shimizu, personal communication, 2011).
The vertical shape of this response is similar to the shape of
the barotropic mode for isopycnal displacement, the only dif-
ference being in the thin mixed layer, but can be reconstituted
by a linear composition of many baroclinic modes. A sim-
ilar response happens adjacent to boundaries when Ekman
transport is perpendicular to the boundary: the base of the
mixed layer is displaced vertically, with displacements going
to zero at the surface and at the seafloor along the slope. The
difference for coastal upwelling, however, is that displace-
ments decay away from the coastline. This forcing mech-
anism would require no additional complexities to explain
why the seasonal signal vanishes between EBH and EB1.

These hypotheses about the cause of seasonal signal at
EBH would ultimately need to be substantiated by observa-
tions about the spatial extent of the seasonal signal at the
eastern boundary (M. P. Chidichimo, 2012).

7 Conclusions

Although fitting vertical modes is a well known procedure,
its application to moored hydrographic data is not straight-
forward and we present a technique to do so. Our method
is designed to extract signals that span the water column in
a uniform manner for all mooring deployments, and yields
robust results with small residuals.

By comparing the observations, the modal decomposi-
tions, and sea surface height across the Atlantic at 26◦ N, we
find that:

– subsurface fluctuations in the center of the basin are
large, are well described by a first baroclinic mode, have
long periods, and are accurately described by SSH.

– at the boundaries, subsurface signals are weak, are less
well described by the first baroclinic mode, have large
variance at short periods, and are poorly described by
SSH. These changes occur within one Rossby radius
(45 km) of the western boundary, and along the slope
of the eastern boundary.

– comparison of the annual cycle of density at EBH to
vertical modes shows that the vertical structure requires
a linear combination of many baroclinic modes. This is
supported by the decomposition at EBH, with the two
lowest modes not being as successful as at other stations
in recovering geopotential anomaly or transport signals.

These findings are a clear explanation for why mid-ocean
waves or eddies do not strongly influence the methodol-
ogy of using end-point density profiles to obtain basin-wide
geostrophic transport at 26◦ N: not only do BC1 amplitudes
decrease at the boundaries, but they also represent less of
the total variance. Because the boundaries clearly enable
other motions than the eddies or waves seen in the interior,
wave-boundary interactions will be essential for interpreting
geostrophic transports calculated by the Rapid/MOCHA ar-
ray.

Appendix A

Though typically used to describe internal waves, reduced
pressure perturbation is also dynamically equivalent to
geopotential anomaly. This similarity leads to consideration
of the depth-uniform component of fit, which, though inter-
esting in its own right, is simply removed from our analysis
by our choice of reference level and by including a depth-
uniform mode in the mode decomposition

A1 Equivalence of geopotential anomaly and reduced
pressure perturbation

Geopotential anomaly φ is defined as

φ ≡

p∫
0

(
1
ρ

−
1

ρ35,0,p

)
dp,

where the integrand is specific volume anomaly. A Reynolds
decomposition of density into ρ = 〈ρ〉 + ρ′ (where, for the
quantity x(t), x′(t) is a time-perturbation and 〈x〉 is a time-
average) separates the time-average and time-varying (or per-
turbation) quantities. This decomposition is convenient be-
cause 1/ρ can be simplified with a Taylor expansion of
the form 1/(1 + ρ′/ 〈ρ〉) = 1 − ρ′/ 〈ρ〉 +

(
ρ′/ 〈ρ〉

)2
− ·· · af-

ter application of the Boussinesq approximation ρ′/ 〈ρ〉 � 1.
Keeping only the first term of this expansion, specific volume
anomaly can be divided into constant and fluctuating compo-
nents according to

φ = 〈φ〉 + φ′
=

p∫
0

(
1

〈ρ〉

1
1 + ρ′

/
〈ρ〉

−
1

ρ35,0,p

)
dp

≈

z∫
0

(
1

〈ρ〉
−

1
ρ35,0,p

−
ρ′

〈ρ〉
2

)
dp.

Ocean Sci., 8, 345–367, 2012 www.ocean-sci.net/8/345/2012/



Z. B. Szuts et al.: Modal decomposition across 26◦ N 365

Substituting, replacing dp according to the hydrostatic ap-
proximation, and applying the Boussinesq approximation
again (namely that 〈ρ〉(z) ∼ ρ0),

φ′
= −

p∫
0

ρ′

ρ2 dp = −

z∫
0

ρ′

ρ2 (−ρg dz) = −
g

ρ0

0∫
z

ρ′ dz

demonstrates that φ′ is equivalent to p′
r under the above

approximations. Note that a time-constant geopotential
anomaly profile 〈φ〉(z) is the only difference between the full
geopotential anomaly φ and either perturbation quantity p′

r

or φ′.

A2 Depth-uniform component of pressure perturbation

Invoking a reference level is typically performed when cal-
culating geostrophic transports from two profiles of φ, either
ad hoc (0 at the surface or the bottom) or referenced to a
point or horizontally-averaged velocity measurements (Lher-
minier et al., 2007). The same referencing must be done for
profiles of φ at a single horizontal location, as indicated by
C in Eq. (1).

The application of referencing for low-frequency motion
is less obvious because velocities are related to differences
between two stations, φA − φB, for which the reference ve-
locity is related to CB − CA. Analyzing measurements at a
single mooring, however, there is only a single profile and so
there is no information about horizontal gradients.

Referencing a profile of p′ has been investigated in the
context of internal waves at tidal velocities, although it is not
typically compared to the more familiar question of refer-
ence level. Many investigators remove a depth-uniform com-
ponent following Kunze et al. (2002)

p′
r =

g

ρ0H

0∫
−H

0∫
z

ρ′(z)dz dz,

though this is strictly true only under a rigid lid assumption
over a flat bottom. Physically, removing p′

r from p′
r decou-

ples barotropic motion from baroclinic motion and prevents
generation of baroclinic waves by barotropic flow. While
such an assumption is relatively easy to assess for tidally
forced signals, by analyzing whether barotropic tides flow
perpendicular to isobaths, such an assumption is not obvi-
ous in the open ocean where wind and buoyancy forcing are
ubiquitous but sporadic and where barotropic waves propa-
gate much faster than baroclinic waves.

Adjustments to the depth-uniform barotropic correction of
Kunze et al. (2002) are necessary over sloping bathymetry,
but neither Kelly et al. (2010) nor Gerkema (2011) found a
consistent method to reference p′ and to separate barotropic
and baroclinic motion. The corrections are small, are only
noticeable at the surface and bottom, and depend on the
surface displacement of the barotropic tide. Our interest in

low frequency planetary waves, which are broad band and
typically are not generated by barotropic motion, suggests
that the influence of sloping bathymetry is smaller and less
cleanly described by these results for tidal internal waves.

The research cited above on separating barotropic and
baroclinic motions in p′ is also counter to previous assump-
tions made for our analysis. The WKBJ approximation that
allows use of local vertical modes already neglects the im-
portance of horizontal gradients. We expect that a continu-
ous spectrum of horizontal wavelengths for planetary waves
would complicate a quantitative evaluation of the WKBJ as-
sumption. In any case, the relatively long wavelengths ex-
pected of planetary waves implies that a sloping boundary
would likely be important only at the eastern boundary. That
the EBH profile consists of short bottom moorings at mul-
tiple horizontal locations further complicates applying re-
sults from Kelly et al. (2010). The western boundary is steep
enough to be considered a wall (for WB2), an entirely dif-
ferent problem from waves over sloping bathymetry, while
moorings away from the interior are on relatively flat bottom
topography.

Previous studies have indicated that, at the western bound-
ary, a time-averaged level of no motion is found between the
Antilles Current and the Deep Western Boundary Current at
a depth of 1000 m (Johns et al., 2008). All moorings west of
and including WB5 have no velocity measurements, so the
time-averaged level of no motion is unknown. Applying such
a time-averaged level of no motion to meridional velocities
would result in all velocity perturbations at that depth being
zero. This is a strong assumption that would bias our results,
and further cannot be implemented because a level of no mo-
tion cannot be readily applied to a vertical profile of density
measurements without horizontal information.

For lack of an alternative applicable at all stations, we
chose a near-bottom reference level of 0 for the observa-
tions. Our decomposition shows strong correlations between
amplitudes of the barotropic and BC1 modes, which contra-
dicts the assumption that modes behave linearly and inde-
pendently of each other. Though it is unavoidable to have a
depth-averaged component in our mode fits in order to main-
tain consistency, we limit our analysis to time-fluctuations
and to vertical shear and ignore the absolute transport. For the
mode decompositions, the depth-uniform barotropic mode
responds strongly to the near-bottom reference level. As this
component of the fit would require a focused attempt to un-
derstand and is tangential to the analysis presented here, we
simply include it for consistency but do not interpret it by
itself.
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