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SUMMARY:  Examines the effects of orthography on information retrieval (IR).   IR systems use white-space normalization to produce graphic, or orthographic words, from text.  The punctuation in graphic words is treated idiosyncratically by different database vendor systems.  This two-step process produces the index terms that IR users must match when formulating IR queries.  The argument advanced by this essay is that these index terms are often unpredictable and therefore difficult to match.  In this manner textual aesthetics impedes IR. The textual aesthetics of the space, the hyphen, the apostrophe stopwords are discussed.  Examples are given for the commercial database vendor systems of DIALOG, DataStar and OCLC EPIC.  Implications are drawn for the manipulation of written language on the World Wide Web.  


Orthography is the linguistic study of written language: elements of text such as letters, punctuation marks and spelling are among its concerns.  Information retrieval (IR) also operates in the orthographic realm receiving some text strings (i.e., index entries) from documents and other text strings (i.e., query terms) from patrons.  During the early history of  IR, it was convenient to assume that orthography was rational and uniform even though the maladroit handling of text had been apparent for some time (Borgman, 1986, 1996).   This essay argues that language is an art form and orthography its graphic manifestation.  Written language is idiosyncratic, culturally determined and forever changing: that’s what makes it expressive and useful.  But these same characteristics also make text unpredictable.  Unpredictable text is hard-to-find text.  In this way textual aesthetics impede IR:

I just hate it when people do ‘keyword’ indexing, as if normal text is written in keywords rather than . . . well, normal text.  Did you ever wonder, as you wander from library catalog to library catalog, about all the different ways that keyword indexing has been implemented?  (Coyle, 1993)


 Many of my  examples come from the ERIC (Educational Resources Information Center) database and the OLUC (Online Union Catalog) database.  The ERIC database, 30 years old in 1996, is the world’s largest source of educational information with approximately 800,000 documents and journal articles.   It is dwarfed, however, by the OLUC that contained 31.1 million bibliographic records on June 30, 1995.   The OLUC “is the most consulted database in academe” (Smith, 1996, p. 1).

The Normalization Process

Every IR system that deals with unrestricted text must have a normalizing algorithm that grooms text in preparation for the practical task of matching query term to index term.  The normalization process lies at the heart of IR because it identifies and transforms words in both query and document text.  Both document text that is being processed to produced index entries, as well as query text that is being processed in anticipation of being matched to index entries, are normalized by the same process.   Normalizing text can both aid and hinder IR.  While many of the examples in this essay illustrate how normalization hinders IR, normalization can aid IR by removing the need to respect their graphic qualities.  Honoring the graphic qualities of text would bulk IR systems with many unnecessary word forms such as  “dog”, “doG”, “dOG” and “DOG”.  Such case variations can safely be ignored without reducing the effectiveness of semantic IR.  


While vendor normalization processes are proprietary, the following general descriptions sketch how both document text and query text are transformed:

· Many types of normalization are performed on a search key including removing or replacing non-alphabetic characters, converting into either upper- or lowercase depending on the standards established, and removing leading, trailing, and extra blanks.  The procedure for removing or replacing non-alphabetic characters begins by building a table of those characters allowed in the search statement.  Each character in the key is compared to each table entry to determine its validity.  (Cooper, 1996,  p. 333)

· Normalization, an automatic process that includes several operations: (1) reordering the words in subject access points into alphabetical order, (2) eliminating stopwords, (3) disregarding capitalization, and (4) disregarding punctuation.  (Drabenstott & Vizine-Goetz, 1994, p.138)

· Users don’t need to know about normalization because the system normalizes their search terms using the same rules as it used to create the index entries. . . .The normalization used in RLG databases follows rules developed from analyzing the data and thinking about the ways searchers might enter search terms.  Some of these rules were designed years ago; more are developed for new kinds of data as we encounter it. . . . We have used our own experience for our primary guide. (Stovel, 1995, 20 July)

Orthographic Words

A lexeme is the smallest distinctive unit of a language, usually consisting of a single word, but they can also be multiword phrases such as “switch off” or “bucket shop” (Chalker & Weiner, 1994, p. 223; Crystal, 1992, p. 226).  It would be convenient for IR if identifying lexemes were a simple, mechanical process that could be embedded directly into the normalization process.  IR systems would then discover and groom words in text just as human readers do.   Unfortunately, for unrestricted English text “no adequate parser exists” (Hindle, 1994,  p. 105).  Therefore, the mechanical identification of lexemes is problematic: It can be done in restricted domains such as parsing computer languages, but it may never be satisfactorily accomplished with unrestricted text.  


The IR compromise is the identification of orthographic words, which are created by chopping text on white space to produce sets of non-blank characters.  Separating words by white space is actually a rather recent innovation.  In the manuscript culture, letters followed each other in a continuous stream without intervening spaces.  Only as writing became codified with the introduction of printing did the insertion of white space become conventional (McArthur, 1992, p. 1120).  Given the arbitrary origin of the space, therefore, it is not surprising that chopping text on white space doesn’t always produce something recognizable as a word.  


White-space normalization has two unintended consequences: (1) multiword expressions that should be considered as a unit are broken apart, and (2) text that is contiguous by happenstance is amalgamated.  Consider the McArthur citation above that produces the orthographic words: 1992 comma, p period, and 1120 right parenthesis period.   My guess is that few people would seriously regard such arbitrary formulations as words.  But this generalization is contingent on the present example; in fact, there are many non-blank strings with embedded punctuation widely regarded as words.  Chalker and Weiner give the example of  “They’re for my mum” (1994, p. 275) which may contain either four or five words depending on one’s taste.  “Opinions vary as to whether certain compounds are in fact one word or two (e.g.: half way, half-way, halfway), and whether such forms as don’t and I’ll are single words or not.” (Chalker & Weiner, 1994, p. 426). 


Never-the-less (is that one word or three?), after having identified the orthographic words in text, the typical normalization process then transforms them by  (a) eliding punctuation marks (i.e., alzheimer’s disease is indexed as alzheimers and disease), (b) retaining punctuation marks (i.e., at&t is indexed as at&t), and/or (c) breaking orthographic words on punctuation marks (i.e., Charleston Hop'n John is indexed as Charleston, Hop, n, and John).  Some or all of these methods may be employed in various fields of the same bibliographic record. 


It’s a matter of taste if alzheimers represents standard usage, or is a retrograde omission of the possessive form.   Similarly, it's a matter of taste if  at&t represents one word or two or three (or four), or is perhaps a hideous agglomeration of text, or a cute commercial neologism.  Breaking hop’n  into two words produces, in part, the fragment n.  Most English speakers wouldn't consider n as a legitimate English word even though one can find it as a heading term in dictionaries of English.   


Following are examples illustrating how text is normalized by three commercial vendor systems: DIALOG and DataStar (The Knight-Ridder Corporation, Mountain View, CA) and EPIC (OCLC Online Computer Library Center, Dublin, OH).  The point of these examples is to illustrate the unpredictability of the process.  Thus it is of interest to examine how the same element of punctuation is variously treated by an IR system.  (The record identifiers and file sources are also given.)

DIALOG

Apostrophe breaks word apart

Alzheimer's Disease indexed as three words: alzheimer, s, and disease.

EJ521205   CG548331  File 1 ERIC

Apostrophe and comma retained

O'Toole, Richard indexed as: O’Toole, Richard

EJ519452   CG548167  File 1 ERIC

Hyphen breaks word apart

old-fashioned indexed as two words: old and fashioned

ED231606   RC014224 File 1 ERIC

Double hyphen replaced with a space

Assurance--A  Laboratory indexed as three words: assurance, a, and laboratory.

EJ511224   CE528348  File 1ERIC

DataStar
Apostrophe signals surname, spaces replaced with hyphens

D’Alli, Richard, ed indexed as one word d-a-r-e

AN ED239921 D-S Update: 920000  File ERIC

Hyphen breaks word apart

CD-ROM indexed as two words CD and ROM

AN ED394234 D-S Update: 961009 File ERIC

Various punctuation marks ignored
9 Easy (?!!) Steps indexed as three words 9,  easy and steps.  Only 9 and easy are adjacent.  AN EJ138479 D-S Update: 920000 File ERIC

EPIC
Hyphens retained, comma removed

Drama in English, 1945- - Texts indexed as a phrase su=drama in english 1945- - texts.

AN:  35824159 File: 23 OLUC

Hyphens removed, comma removed

Drama in English, 1945- - Texts indexed as four words: drama, english, 1945, texts.

AN:  35824159 File: 23 OLUC

Hyphen binds words together

medicine, and psychology-are indexed as two words medicine and psychology-are


NO:  EJ102302 File: 1 ERIC

Hyphens ignored

A-- B-- sea indexed as phrase ti= a b sea 


A-- B-- sea indexed as two words B and sea


AN:  35942040 File: 23 OLUC
Three hyphens retained

 (R-(-)-deprenyl) indexed as r---deprenyl

AN 17201943 File: 23 OLUC 

Text as Art


Language is a cultural artifact.  What you are reading right now is a highly stylized art form.  Consider how this text is formatted, the presence of centered headings, how a series of words ends with a graphic element called a period.  All these stylistics represent a normative textual, or artistic style, of producing text.  Normative textual behavior can be analyzed just as one can analyze the iconography of Picasso, an example being  “titular colonicity” (Dillon, 1982).  On the other hand, folks who are textually avant garde struggle against the forms, shapes and the spelling of words: Melville Dewey changed his name to Melvil Dui (Wiegand, 1996, p 63), internet users consult dictionaries of :-) to express emotions in their electronic mail (“The Smiley Face Dictionary”), and Toys r Us uses a backward letter r to indicate a child’s writing:


There are an interesting number of cases where we would have to accept that individual letters, and the way they are presented in typography or handwriting, do permit some degree of semantic or psychological interpretation, analogous to that which is found in sound symbolism, though the element of subjectivity makes it difficult to arrive at uncontroversial explanations.  (Crystal, 1995, p. 268)

Verbal artists use the keyboard as their palette.  Distinction is sought through font variation:  ConneXions, InformationWEEK and net, or by combining letters, numbers and punctuation, thereby risking malformation by the normalization process: .exe, RElease 1.0, Soft*letter, T.H.E. Journal, I.T.1 Magazine.   Sometimes font and spelling changes become one as in this advertisement: “GRAB THIS VNIQUE BVSINESS OPPORTVNITY” (Harris, 1986, p. 107).  


The impulse to textual artistry is limited only by human imagination.  Here is a short list:

· Grant$ for women and girls, 1993/1994  can be retrieved with the query term grants, but not grant$  (OLUC an 31483793)

· ;Login:   can be retrieved by ignoring the leading semi colon and trailing colon  (OLUC an 10959450)

· ***  must be retrieved with asterisk asterisk asterisk (OLUC an 29357394)

· ?   must be retrieved with question mark  (OLUC an 28740285)

·  (!) yeah: cover and poems   must be retrieved with exclamation mark (OLUC an 3459474) 

· Output options: The .WHERE and .WHY of FreeStyle  can be retrieved with either where or why, but not .where or .why (DIALOG File 148 aa=14928374)  Ironically, the periods were prefixed to these words to distinguish them from text, but in this title they are being used as text.  That is, text that was specifically designed not to be like normal text is being used here as normal text.


Some Textual Aesthetics 
The Absence of Text
One is tempted to compare the introduction of the space as a word boundary to the invention of zero in mathematics; but the parallel is superficial.  The space is not one additional alphabetic character, but the absence of any character.”  (Harris, 1986, p. 113)



The space is an invisible character, but still a character.  It crystallizes a fundamental orthographic challenge to IR systems: the manner in which people perceive text differs from the way a computer parses text.  A human reader, for example, reads this sentence as sets of non-blank letters separated by spaces.  But space a space computer space parses space this space sentence space as space a space continuous space stream space of space characters space with space the space space space character space between space them.  This difference in perception poses a difficult question for the average IR user:  what happens if I enter two words? (i.e., how will multiword arguments be interpreted?). 


Placing a space between two words, and thus creating a compound argument to a IR system search command, can be interpreted many ways.  In the following examples a space between two words is interpreted as a syntax error, an adjacency operator, a Boolean operator or a hard space:

· Select school accidents/de  DIALOG parses this as one orthographic word: school space accidents.  This is an example of the space character as a real character.

· Select school accidents/ti  Since DIALOG parses the title field word by word, this is a syntax error that results in zero retrieval.  To enter two words in this context is to commit a syntax error.

· School accidents.ti.  DataStar interprets a space as the Boolean OR operator so this query is equivalent to school or accidents.ti.  School  is searched throughout the record  (which includes the title field) but accidents is searched only in the title field.  Here the space is interpreted as a Boolean operator.

· Find ti school accidents  EPIC interprets the space as an adjacency operator so this query is equivalent to school with accidents.  This is an example of the space as an adjacency operator.


Of all the characters in text, the space is special because it is invisible to the human reader.  Any character that is invisible will trouble searchers (Drabenstott & Vizine-Goetz, 1994, p. 126), but searchers recognize its presence and negotiate around it.  Consider the example of brooks , glynnis (OLUC an 31619383) which has been unfortunately indexed as brooks space comma glynnis.  It files alphabetically in an unexpected place and probably hides from all but the luckiest searchers.   Or, consider williams, a  1731-1776  (OLUC an  35068619) which contains two continguous spaces: williams comma space a space space 1731 hyphen 1776.  The vast majority of average searchers would find the challenge of spying more than one contiguous invisible character to be impossibly difficult.

Verbal Caste Systems

Not all words have equal status.  Early IR systems labored under computer storage constraints so it was desirable to eliminate informationless filler works such as “a”, “an”, “the”, “of” and so on.  The Boolean operators “and”, “or” and “not” commonly join the group of stop words.  But reducing the universe of potential text arguments is always dangerous.  Searchers tend to use initial articles in title searches (Drabenstott & Vizine-Goetz,  1994, p. 127) and authors use articles and pronouns as titles (for example, Stephen King’s It, and Joyce Carol Oates’ Them).  And what is an informationless word in one language can be very useful in another language or context: thus “an” is an article in English but means “year” in French, “or” is a Boolean operator but is also the postal abbreviation for Oregon and the French word for “gold”, etc.


Consider the common English article a.  DataStar considers a an informationless word in French (DataStar Guide, n.d., p. 18.2), while EPIC bans it from English.  This makes searching for “vitamin a” difficult, as well as Andy Warhol’s novel a (OLUC an 442253).   Consider searching for the A. A. T. E. Guide to English Books, 1973  (EPIC ERIC no ED088079).  Here the leading a is not an article but an abbreviation.  The searcher who recognizes that punctuation is removed before indexing is now in a quandary (that is, A period space A period space T period space E period space has become  A space A space T space E space).  Is the leading a now equivalent to the article a ?  They are the same formulations: a space.  The answer depends on whether one is keyword searching (yes!) or phrase searching (no!) in EPIC.

Searching difficulty increases in direct proportion to the number and contingent application of stopwords.  DataStar uses two stopword lists for the ERIC database.  Some stop words are applied throughout the record, others apply only to the title and abstract fields.  The practical consequence of two stop word lists for the same database is that adjacency becomes field dependent.  Consider the phrase “attitudes toward diversity” which appears in the record DataStar ERIC EJ525443 in both the title and identifier fields.  Are “attitudes” and “diversity” adjacent?  Yes, in the identifier field; no, in the title field.  

The Hyphen

McIntosh (1990, p. 3) distinguishes two uses of the hyphen in the English language: joining two elements of a compound word (the link hyphen), and signaling that a word is being split at the end of a line of printing (the break hyphen).  He lists (p. 30) many examples of nonstandard hyphenations that have appeared in English newspapers.   What happens when these newspapers are digitized? The normalization process breaks words on the hyphens resulting in odd text fragments.  A number of text fragments can be found in the DIALOG files 622 (Financial Times Fulltext), 710 (Times/Sunday Times (London)), and 711 (Independent (London)).  Examples include: “Europeans” broken into Europe and ans, “distinguishing” broken into distingu and ishing, “occurred” broken into occ and urred, “successful” broken into succ and essful, “positions” broken into posit and ions, “accuracy” broken into acc and uracy, “everyone” broken into ever and yone, “asked” broken into ask and ed, “important” broken into imp and ortant, “owners” broken into ow and ners, and “where” broken into whe and re.  How many IR searchers formulating a query for "where" would be clever enough to anticipate that this monosyllable had been broken in two parts in some records?

The Apostrophe

The conventional use of the apostrophe has been to indicate the possessive form and missing letters in a contraction, but its application has never been exact (Little, 1986;  Sklar, 1976).   For example Little surveyed American signage and found widely varying uses of the apostrophe including some uses that appear to be nothing more than textual decoration:

Today it [the apostrophe] frequently fails to appear where it is expected.  “Dads Favorite Child” (child’s night shirt), President Reagans Address (ABC-TV), Chelsea Mans Shop (commercial sign), Violators will be towed at owners expense (No Parking sign)   At the same time it is showing up in the strangest places:  “Chez Lee’s” (restaurant sign) “Knoxville Welcome’s Big John Tate” (banner), “First 200 Mom’s get a free rose” (restaurant marquee), “Lar’ry 66 Service” (service station sign) (Little, 1986, p.16).



Room (1989) urges dropping the apostrophe altogether from the English language.  Some deapostrophised words would produce ambiguous homographs such as hell, shell, wed, well and wont, but these could perhaps be understood through context (p. 23).  American professional educators have already taken the bold step to expunge the apostrophe.  Both the Thesaurus of ERIC descriptors  (Houston, 1990) and the ERIC Identifier Authority List (Weller & Houston, 1992) are deapostrophized and offer the descriptor “Childrens Theater” and  the identifier “Americas Competitive Challenge”. It appears that educators have bowed to the exigencies of IR and changed the English language.  This devaluing of punctuation echoes an earlier age when authors gave their work to compositors and printers to punctuate according to the printers’ own standards (Bruthiaux, 1993, p. 35).

Significant Punctuation

Generalizations about the qualities of text often premise that the essence of text is more or less like the text one find in titles; that is, text that accumulates word by word with punctuation playing a supplementary role.  Actually the opposite case pertains; that is, most of the fields in both the ERIC and OLUC databases host strictly formatted text that relies on punctuation for disambiguation.  For example, the ERIC descriptors Letters (Alphabet) and Letters (Correspondence) are differentiated by their parenthetical qualifiers.  Punctuation is more crucial in disambiguating author and personal names.  Surnames are not always obvious, consider a name such as Richard Jardine Leon (OLUC an 32604949).  It is only by viewing the author field that I discover the surname is Jardine Leon.   In addition, there are some words whose meaning is dependent on punctuation: “re-form” (to form again) from reform (to improve), “re-signing” a document from resigning an employment, “re-cover” a chair from recover a chair (McIntosh, 1990, p. 68).

Magnitude of the Challenge


Because orthography is so multifaceted, it is difficult to settle on a single measure that would satisfactorily demonstrate the magnitude of the problem.  But in the limited space available in this paper, consider these three examples: (1) A survey of Dialog file 416 (Company Name Finder) in May 1997 showed 1,500 records use "inc" in recording the corporate name "L.A. Gear", but 2,000 don't; 1,600 prefer "L. A." but 1,900 do not, (2) A survey of the ERIC database for the personal author "Terry O'Banion" showed his name reduced to O-B-T, and (3) The Dirty Database Test (Beal, 1991) applied to Database 23, the Online Union Catalog indicated that during the four year period of February 1993 to May 1997, the annual percentage increase in misspelling of these ten words was 38.8%.  In short, there are thousands of instances when corporate, personal names are stored in unexpected ways, and there must be millions of misspellings.

Some Potential Solutions

The 30-41 Solution would limit text to the numbers zero through nine and the letters a through z.  The Unicode Standard (The Unicode Consortium, 1996) defines the character zero as U+0030 and the capital letter A as U+0041, hence the name for this solution.  To implement this solution, unconstrained English text would be broken on white space, and the resulting orthographic words limited to zero to nine and the letters A through Z.  In some ways, this solution coincides with current practice.  For example, a hard-to-reproduce character is described: upside down exclamation point (OLUC an 761582).


The Regular Expressions Solution would flag unusual text formulations.  Many examples appear in the book Mastering Regular Expressions: Powerful Techniques for Perl and Other Tools (Friedl, 1997) where special text formulations are flagged by corner brackets  and  . In the following sentence, the corner brackets flag the special use of the period and asterisk, while indicating that the comma has no semantic meaning: At first,  .* matches the entire string. (Friedl, 1997, p. 97)

Conclusion


This essay is not a comprehensive survey of the orthographic challenges to IR.  However, even within its limited scope, it has illustrated that naïve assumptions about the uniformity, consistency and predictability of language are no longer tenable.  On the contrary, it appears that textuality is the fundamental problem of IR.  Given that IR is a language-governed activity, this should not surprise us, nor should we be surprised at the obstinate lack of progress in IR as long as we continue to ignore orthography.  The orthographic challenges to IR will mount with the development of Internet repositories of unrestricted text in many languages: “As the non-English-speaking world comes online and preserves their full character sets in their online catalogs and other retrieval systems, matching filing order, keyboard input, and display, will become ever more complex” (Borgman, 1996, p. 499). 

References
Beall, J. (1991). The dirty database test. American Libraries, 22, 197.

Borgman, C. L.  (1986).  Why are online catalogs hard to Use? Lessons learned from information-retrieval studies.  Journal of the American Society for Information Science, 37, 387-400.

Borgman, C. L.  (1996).  Why are online catalogs still hard to use?  Journal of the American Society for Information Science, 47,  493-503.

Bruthiaux, P.  (1993).  Knowing when to stop: Investigating the nature of punctuation.  Language & Communication, 13, 27-43.

Chalker, S. & Weiner, E.  (1994).  The Oxford dictionary of English Grammar.  Oxford: Clarendon Press.

Cooper, M. (1996).  Design of Library Automation Systems: File Structures, Data Structures and Tools.   New York, NY: Wiley.

Coyle, K.  (1993, October 1).  “WAIS Software.”  PACS-L@UHUPVM1.BITNET.

Crystal, D.  (1992).  An Encyclopedic Dictionary of Language and Languages.  Oxford, UK: Blackwell.

Crystal, D.  (1995).  The Cambridge Encyclopedia of the English Language.  Cambridge, UK: Cambridge University Press.

DataStar Guide: System Reference Manual.  (n.d.)  Philadelphia, PA:

Dillon, J. T. (1982).  In pursuit of the colon: A century of scholarly progress: 1880-1980.


Journal of Higher Education, 53, 93-99.

Drabenstott, K. M. & Vizine-Goetz, D.  (1994).  Using subject headings for online retrieval: Theory, practice, and potential.   San Diego, CA: Academic Press.

Friedl, J. E. F. (1997). Mastering regular expressions: Powerful techniques for perl and other tools. Sebastopol, CA: O'Reilly.

Harris, R.  (1986).  The Origin of writing.   London: Duckworth.

Hindle, D. (1994).  A Parser for text corpora.  In B. T. S. Atkins, & A. Zampolli (Eds.), Computational Approaches to the Lexicon  (pp. 103-151).  Oxford, UK: Oxford University Press.

Houston, J.E. (Ed.) (1990). Thesaurus of ERIC descriptors. Phoenix, AZ: Oryz Press.

Little, G. D.  (1986).  The Ambivalent apostrophe.  English Today, 8, 15-17.

McArthur, T. (1992).  The Oxford Companion to the English Language.  Oxford: Oxford University Press.

McIntosh, R. (1990).  Hyphenation.  Bradford, UK: Computer Hyphenation Ltd.

Room, A. (1989). Axing the apostrophe.  English Today, 19, 21-23.

Sklar, E.S.  (1976). The Possessive apostrophe: the development and decline of a crooked mark.  College English, 38, 175-183.

“Smiley Face Dictionary.” http://users.nbn.net/%7Ekimle/smile.html  (November 15, 1996).

Smith, K.W.  (1996).  OCLC - Moving toward the next stage of the electronic library.  In Proceedings of the Fourteenth Annual Conference of Research Library Directors.  Tomorrow’s Access-Today’s Decisions: Ensuring Access to Today’s Electronic Resources  (pp. 1-5).  Dublin, OH: OCLC Online Computer Library Center.

Stovel, L. (BL.MDS@RLG.Stanford.EDU).  (1995, July 20). Term normalization.  E-mail to Terrence A. Brooks (tabrooks@u.washington.edu).

The Unicode Consortium. (1996). The Unicode Standard, Version 2.0. Reading, MA: Addison-Wesley.

Weller, C. R. & Houston, J. E.  (1992).  ERIC Identifier Authority List.  Phoeniz, AZ: Oryx Press.

Wiegand, W.A.  (1996).  Irrepressible Reformer: a Biography of Melvil Dewey.  Chicago, IL: American Library Association.

