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Search on the Web: 
Information Discovery and Retrieval
Abstract

Introduction
Search has been a compelling human need spanning information technologies from the Library at Alexandria to the World Wide Web.   Within the last decade the Web has introduced millions of people to search.  To explain Web search, many Web searchers use the rhetoric and concepts of information retrieval (IR) inherited from legacy vertical file and computer database technologies.   Example rhetoric describes Web “documents” as being “retrieved” via an “index” such as Google.   Such rhetoric promotes the perception that Web search is an extension of legacy search and that all documents are equivalent regardless of  technology: paper, database or Web.  
This essay attempts to map legacy IR concepts to Web search and finds that they poorly serve Web searchers.  Web search demands a new conceptual model.  The foundation of a new conceptual model is the recognition of the multi-faceted aspect of the Web.  In a “closed” Web, information is served in static structures to a community that shares common metadata, data structures, and social and linguistic values.  In an “open” Web, combinations of server and client-side technologies create presentations of information to disparate communities that share few social value or linguistic elements.  While “information retrieval” may be applied to the first, the second is better served by the rhetoric of “information discovery.”
The technological foundation of legacy search
The technological foundation of legacy search is the storage and retrieval of paper.  Search with paper requires a methodology to sort and retrieve papers either singly or in groups based on some form of indexing.  Yates (2000) describes the technology of vertical filing that exploits the capacity of a file to hold one or more papers and index the file contents with a file name:


Vertical filing, first presented to the business community at the 1893 Chicago World's Fair (where it won a gold medal), became the accepted solution to the problem of storage and retrieval of paper documents….The techniques and equipment that facilitated storage and retrieval of documents and data, including card and paper files and short- and long-term storage facilities, were key to making information accessible and thus potentially useful to managers.  (Yates, 2000, 118 -120)

The introduction of computer databases by mid century hardly broke the vertical file paradigm of storage and retrieval.  A computer database is conceptually similar to a vertical file and a database record was like a single piece of paper.  The inexact nature of this comparison, however,  prompted the use of the more abstract concept “document.”  A document could be equivalent to one or more pieces of paper, one found information by looking at document contents and databases were considered to be storing, retrieving and manipulating documents:

· With the appearance of writing, the document also appeared, which we shall define as a material carrier with information fixed on it. (Frants, Shapiro & Voiskunskii,  1997,  p. 46)

· Document: a unit of retrieval. It might be a paragraph, a section, a chapter, a Web page, an article, or a whole book. (Baeza-Yates & Ribeiro-Neto, 1999,  p. 440)

· Information retrieval is best understood if one remembers that the information being processed consists of documents. (Salton & McGill, 1983, p. 7)

The application of computer databases to search provided the opportunity to automate the indexing process; that is, mechanically identifying words, and by quantifying the number and relationships of words, determining their value and meaning as topical identifiers.  This process was spurred by the increasingly large numbers of digital documents.   Automatic indexing was justified by facilitating assumptions about authorial strategies such as “the frequency of word occurrence in an article furnishes a useful measurement of word significance.” (Luhn, 1958,  p. 160)  
An example of the automatic indexing process was provided by Salton and McGill (1988).  The following extract reveals assumptions about which parts of a document needed to be processed to find subject topical terms, how text was processed to find these terms and how these terms were groomed before index entry: 
The first and most obvious place where appropriate content identifiers might be found is the text of the documents themselves, or the text of document titles and abstracts….Such a process must start with the identification of all the individual words that constitute the documents….Following the identification of the words occurring in the document texts, or abstracts, the high-frequency function words need to be eliminated…It is useful first to remove word suffixes (and possibly also prefixes), thereby reducing the original words to word stem form.  (Salton & McGill, 1988, pps. 59, 71).

To summarize and simplify the application of legacy search to the Web: There are documents out there on the Web and a tool such as Google has visited these Web pages, found their content words and put these words in an index.  When I enter a search term to Google, my term is searched in an index and Google sends me the addresses of Web pages ranked in a manner such that the pages most like my term are presented first. 

Sophisticates may object to this simplification, but my impression is that it accurately describes the general conceptual model used by millions of Web searchers to explain what is happening when they use a Web tool such as Google.
The complement to the technological foundation of search was a legacy social context that promoted the efficacy of search by universal agreements indicating how information should be constructed (i.e., what name shall we use for Mark Twain/Samuel Clemens?), how informaton should be organized into database record structures and what subject topical terms to use to indicate the meaning of information.
The social foundation of legacy search
At the time that vertical file technology was introduced, Melvin Dewey was developing a classification scheme, the intent was to order all knowledge available at the time in an extensible numbering system.  The effect was to turn a library collection into a browsable index of knowledge.

Other influences are equally enduring but more invisible, and some are especially powerful because they have come to be accepted as 'natural.'  For example, the perspectives Dewey cemented into his hierarchical classification system have helped create in the minds of millions of people throughout the world who have DDC-arranged collections a perception of knowledge organization that had by the beginning of the twentieth century evolved a powerful momentum.  Wiegand, Wayne A.  Irrepressible reformer, A biography of Melvil Dewey.  Chicago, IL: American Library Association, 1996.  p. 371

Work was also proceeding on developing standard ways of describing information objects: Cutter.  Development of the AACR – a set of methodologies for constructing a description of an information object that introduced other concepts to an information objects such as “Main entry” and “Added entry” and so on.

Cutter, Charles A.  Rules for a printed dictionary catalogue.  Washington, DC: Government printing office, 1876.

The introduction of computer technology by mid century hardly broke the social foundation of legacy search.  Computers did introduce the opportunity of defining computer database records and introduced the tool of data dictionaries as respositories of metadata – data about data.MARC record structure, or ERIC record structure.  The ERIC Database Master Files Tape Documentation (1992)
"Fifty million records, 79 million searches, 117 million interlibrary loans, 5 billion transactions…Since 1971, WorldCat (the OCLC online Union Catalog) has been a fact of life in many libraries.  Built cooperatively with little fanfare by librarians, this electronic catalog of library collections is a gateway to 4,000 years of knowledge that streamlines library services and helps users find information they need.  Today, WorldCat is among the most comprehensive and the most used databases in the world"  Tom Storey.  OCLC newsletter, July 2002, (12) 12-13.

Data dictionary?

Also developed agreements about subject topical terms, such as LCSH lists, ERIC descriptors and so on.  Use depended on a social context.
Was not without controversy: subject headings were culturally bound, linguistic problems, orthography.

Summarize the social context for information: Information elites (i.e., librarians or database administrators) have constructed information for the greatest utility, grooming linguistic and orthographic elements, organized the information into useful structures and labeled the information in a manner that will help me find it and retrieve the information I’m looking for.
Web search: Mechanics
Architectural Principles of the WWW

You type in the uniform resource locator (URL) in a Web browser and in a few moments information appears on the computer screen.  It is very tempting to consider that screenful of content to be a “document,” but to what extent are the paper document and database technologies described above at work here?


Parallelism?  The document fished from a vertical file or a database system is a document.  Is the set of bits received by a Web browser a document?

Where is the document in the Web environment?

How a browser works
Gecko Overview Chris Waterson
<waterson@netscape.com>
June 10, 2002

Introduction to Layout in Mozilla (2002-06-10, waterson): slides (

http://www.mozilla.org/newlayout/doc/gecko-overview.htm
The layout engine used in Mozilla (which is known by many names) started off as a project to write a new layout engine for Mozilla and became the layout engine of Mozilla and the foundation for a nearly-complete rewrite in late 1998. 

9:35 a.m. Dec. 7, 1998 PST 
Netscape on Monday shipped a preview of the new Web page "layout engine" that it first told developers about last month. The new engine forms the guts of future versions of the Communicator browser. 

The company said that an early version of the software, codenamed Gecko, portends smaller, faster browsers that support existing Web standards. A browser's layout engine is a critical part of the software code that handles the display of Web pages. 

In releasing a preview of Gecko, the company expects developers will begin experimenting with the new software -- which does not even have a complete user interface -- and offer the company feedback on its problems. 

Estimate that 75% of Web pages are generated from databases (Turau, 1999)

Slightly more than one hundred years later, Google (http://google.com) may be considered as an archetype of Internet search.  It advertises that it indexes more than two billion web pages approximately every four weeks. 

Web search: Social context

The Closed Web

Delivering legacy database content over the Web


Web services


UDDI


Dublin Core, RDF, DAML+OIL, etc.
The Open Web

The Web is a very large collection of heterogenous documents, however.  Web pages are unlike typical documents in traditional databases. Pages can be active (animations, Java), can be automatically generated in real time (current stock prices or weather information), and may contain multimedia (sound or video).  The authors of Web pages have very diverse backgrounds, knowledge, cultures, and aims.  Furthermore, the availability of metadata is inconsistent (for example, some authors use the HTML heading tags to denote headings and subheadings in their text, while others use different methods, such as the HTML font tags or images).  Efforts such as XML and Dublin Core aim to improve metadata, however, it seems unlikely that all Web page authors will adhere to complex standards. (Glover, et al, 2001)

The argument of this essay is that every Web document is a dynamic process even the ones that appear to be nothing more than containers of content resting in HTML markup.

A Web document is a dynamic presentation

· The mechanics of Web documents is that they are products of a browser reading HTML markup.  Different browsers and different versions of the same browser can produce different presentations.

· Client processes  Web documents can be products of client processes.  Cookies. Client-side scripts that are browser dependent.  Client-side processes: JavaScript include file, Cascading Style Sheet include file and XML data islands.  Processes that are triggered off the state of the client machine.  Result: no clear canonical "document."

· Server processes  Web documents can as well be products of server processes.  Database reads, file reads, document() function of XML can link n number of information stores.  Result: no clear canonical "document."
Conclusion: Since Web documents are presentations, there is no sense of possessing the canonical document, which may not exist.

Parsing/Summarizing/Indexing the content of Web documents
· Web documents can be composed of opaque mechanisms such as applets, flash files and animated gifs that are opaque.  It is possible to locate content in an XSL stylesheet, but the browser will contain merely the XML document.

· Graphic design as content
"graphic design can be content…user's experience a web-site with little or no 'text' per se.(Vartanian, I, 2001)

· Sound as content, moving images as content, etc.
· Hypertext, cybertext
· Steganography  The science of burying secret messages within something innocuous.

Conclusion: The content that a Web document contains the content that a Web document displays are not the same.

Store and Retrieve a Web Document

Web documents churn content.    

Linkrot.


"Screen scraping"

Querying
See chapter 6 of Wolfram.

NameSpaces
See article by Obasanjo on XML namespace.

Namespaces as key to exploiting resources at a distance.

Shifting document focus to namespace and UDDI

Semantic Web
Idea of querying recognized URLs to receive predictable content

Topic Maps

Namespaces

Web services as example of predictable structure, content and intent at a distant location.  "Open Web" has neither predictable structure, content or intent.

Conclusion:


After communication, search is the most visible and important aspect of the Internet (Brewer, 2001)

Loss of document historicizes traditonal IR approach

Assumptions of traditional IR don't transfer to the Web.  What are the challenges?  Capturing the presentation  - see Web site archive.  Prediction: archiving and indexing Web sites is akin to archiving and indexing TV tape.

Solutions:

· Classifying Web Digital Content: Classifying Digital Products - Kai Lung Hui and Patrick Y.K. Chau - Communications of the ACM, June 2002, v.45(6), 73 - 79

· Analyze physical content:  This reflects a traditonal IR assumption that the unit of analysis is persistent in time and recognizable.  HTML tags, for example, have these qualities, given that they are standard methods of representing content on the Web.

1. Code behind example of ASP.Net

2. Exploiting the structure of HTML/XML as in "A method to integrate tables of the World Wide Web" by Yoshida, Torisawa and Tsujii.

3. "Layout and language: Challenges for Table Understanding on the Web" Hurst

-- Of course, one of the primary arguments of this paper is that document structure is no longer static or predictable.  Hurst covers some of the problems such as unusual use of the Table tags, creation of tabled data without Table tags and broken or nonstandard coding.

· Creating persistent, predictable Web content:  Example is the UDDI initiative.  The point of the UDDI is to advertise content and offer predictable methods for securing content.  The UDDI discovery protocol aty http://www.UDDI.org Code behind example of ASP.Net  A Web services framework consists of a publish-find-bind cycle, whereby service providers make data, content or services available to registered service requesters who consume resources by locating and binding to services.  Publish, bind and find mechanisms have their respective counterprarrts in three separate protocols that make up the Web services network stack: WSDL, SOAP, and UDDI (Universal Description and Discovery Interface).

IR works on the Web where distant resources predictable.  Example: Web services.  UDDI functions as directory for distant resources.  Note the development of WS-I Web Services Interoperability Organization that promotes sharing information across web services.
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Anxiety has already been expressed over the changing notion of the document (Schamber, 1996).


Contrasting views of the nature of text and documents.  The Ordered Hierarchy of Content Objects and other views of the modularity of text.  The OHCO model - an ordered hierarchy of content objects.  "In fact, organizing the representation of documents in any other than in systems based on the OHCO model has turned out to be extremely inefficient."  Thus it seemed that the success of representational strategies that treated texts as OHCO's could be explained by the fact that texts were OHCO's, that the ontology implicit in the representational strAtegy was the true one." (Renear, 2001, p. 27)

Kircz article on text modularity:  "The objecft of this paper is to show that the standard, linear, essay type of research paper is a typical historical producft of print on paper.."  "a much more radical approach would be urther to ranscend this development by breaking apart the linear text into independent modules, each with its own unique cognitive character." (Kircz, 1998)

Web Technology and Social Practice

People using Web browsers

Source of content are many different servers. Environment of plenty, with competition over eyeballs.
Leads to books such as Web of Deception: Misinformation on the Internet, Edited by Anne P. Mintz.  Medford, NJ: Information Today, 2002.
+++++

Croft (1995) points to the enormous increase in recent years in the number of text databases available on-line, strong resurgence of interest in the research done in the area of IR.

Information Retrieval (IR) has a long history and is now being embraced by Web technologies prompting Croft (1995) to suggest major new directions for IR research.  One of his most important is described as "With the advent of the World-Wide Web and the huge increase in the use of the Internet, there has been a corresponding increase in demand for text retrieval systems that can work in distributed, wide-area network environments." (p. 5).







