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Abstract


New information technologies force a re-examination of the relationship between information and its "embodiments" (Svenonius, 2000, p.8).  Stable, persistent information containers have facilitated the development of knowledge representation.  New Internet technologies for marking up text, linking to portions of different texts and styling text with filters and conditional statements challenge our traditional assumptions of where meaning may reside.  New Web information objects can exhibit mutability (e.g., information containers can have fuzzy edges), evolution (e.g., contents can permute with time), and contingency (e.g., different content can be produced by the same Web object).  Legacy methods of knowledge representation may no longer be adequate in the Internet environment, which prompts the question: Where is meaning when form is gone?  


This essay examines the role of knowledge representation in the new extensible markup technologies.  It suggests that new locales for knowledge representation may be (1) information schemas that locate metadata as topical attribute tags, (2) meaning communities that develop unique forms of text markup, and (3) situational expertise that orients information seekers to the  semantic norms of a specific meaning community.   

The Legacy Technological Paradigm of Knowledge Representation


Representative technologies of knowledge representation in the 20th Century are the Machine Readable Cataloging (MARC) record structure, the Library of Congress Subject Headings (LCSH) and the WorldCat database.  These development of these tools reflect a historic transition from paper-based systems to digitial systems.  Their construction and design reflect institutional assumptions such as: 

(1) As a library might use a uniform catalog entry for the representation of its holdings, the MARC record acts as a uniform record structure for the representation of disparate information types, including manuscripts, archives, cartographic material, musical scores, serials, sound recordings and so on. It is an “integrated format defined for the identification and description of different forms of bibliographic material” (The MARC 21 formats)

(2) As a library might have a single list of subject terms to provide subject access to his collection, LCSH acts as a single list of subject terms and phrases.  “As an increasing number of other libraries have adopted the Library of Congress subject headings system, it has become a tool for subject indexing of library catalogs in general.” (Library of Congress Subject Headings)

(3) As a library was a single repository for information, the WorldCat database acts as a single repository for information.  As of June 2000, WorldCat hosted 40 million MARC records.  It "is the most consulted database in academe" (Smith, 1996, p. 1).

These three technologies are merely representative.  Similar assumptions are evident in other dominant 20th Century information institutions such the Dialog Corporation, which vends access to approximately 500 databases.  Each Dialog database uses a unique record structure, and many of them feature a list of subject term or descriptors.  In the early days of online information retrieval, it was common to refer to specific databases as "the medical database" (i.e., MEDLINE, Dialog database 154) or "the education database" (i.e., ERIC, Dialog database 1).  In retrospect, it is evident that the 20th Century was an era of information oligarchs that dominated access to information by amassing large, encompassing databases to which they vended access. 

The legacy technological framework of knowledge representation was characterized by (1) stable and persistent text forms, (2) information professionals who affixed subject terms and phrases to rigid record structures, and (3) an assumption that it served the majority interest to aggregate information into large, singular information stores.

The World Wide Web


Since the introduction of the Hypertext Markup Language (HTML) in 1990,  the World Wide Web has become a major information utility.  The Web is a democratic phenomenon permitting anyone anywhere to post pages on any topic and in any language.  Such extreme decentralization makes estimating the Web’s size and rate of growth difficult.  A survey by Lawrence and Giles (1999) in February 1999 estimated 800 million public-indexable web pages.  In June 2000 the search engine, Google, claimed an index of 1 billion URLs  (Google, 2000).  Jacob Nielsen (1995) suggests that the growth rate of the Internet is 100 percent per year.  Clearly, the Web is a large, heterogeneous phenomenon with a geometric rate of growth.

Some parts of the Web seem to exhibit a high rate of content churn (Brewington and Cybenko, 2000).  Brewington estimated that 20% of Web pages are less than twelve days old, while only 25% are older than one year (Markoff, May 29, 2000).  An earlier survey by Douglis, Feldmann and Krishnamurthy (1997) found 16.5% of Web pages to be under constant update.  Content churn is promoted by an increasingly large number of Web pages that are produced "on the fly" by scripting and database resources.  Sherman (1999) calls this "the invisible Web" and concludes that "this trend is going to make it even harder for search engines to be comprehensive Web indexes."  The use of scripts to produce interactivity, the idiosyncratic limitations of Web browsers, and the use of cookies to customize page look and feel all aggrevate the effects of content churn.

As the Web grows in size, timely delivery of content becomes a problem solved by strategies of caching popular content or serving content from distributed servers. As a result, what appears in a Web browser as a single information object may be really an assemblage of material. "When a user in Singapore, says, clicks on a popular page in Yahoo, only the first request goes to Yahoo's server in Palo Alto, Calif.; the balance of the page is then delivered from an Akamai server with the shortest, fastest connection to the person in Singapore" (Fisher, 2000).  By contrast, America Online uses the Inktomi strategy of caching content on nearby servers.  

For a user, calling on any Web page requires downloading multiple 'objects' -- a banner ad, a photo or a set of activity buttons, for example.  Any or all such objects must be broken down into packets of digital bits, sent across the internet and reassembled at the end user's computer. (Fisher, 2000, p.4)

This short characterization of the Web as a information utility illustrates that it is a widely distributed phenomenon that bridges many communities with many authors, languages and points of view.  It is growing rapidly.  Furthermore, some parts of the Web are under constant renewal.  Any particular browser HTML presentation is likely to have been produced by a combination of scripting, database reads, caching and/or distributed processing, and finally presented by an idiosyncratic Web browser.

The Application of Legacy Knowledge Representation Methods

There have been attempts to apply the MARC record technology and the massive database strategy to cataloging the Web.  NetFirst (url) is an attempt to catalog the Web by creating a database of MARC records.  To date there have been approximately 150, 000 MARC records that have been created by volunteer Web surfers (Greene, June 16, 2000).  The CORC project is a library-selected database of Web pages.

CORC project of library-selected database of Web-based electronic resource descriptions. (http://www.oclc.org/oclc/promo/10520corc/index.htm)

Extent of activity as evidenced by processing of records: NetFirst approximately 150,000 records, CORC approximately 26, 000 records. (e-mail "Database load and diacritics and UNICODE" by Greene, Richard, Friday, June 16,2000 12:54 PM)


There has been a lot of activity in applying the controlled vocabulary paradigm to the Web under the guise of metadata.  

Metadata is data about data. The term refers to any data used to aid the identification, description and location of networked electronic resources. Many different metadata formats exist, some quite simple in their description, others quite complex and rich.  IFLA Statement
Problem statement: The need to have permanent and unique names for digital resources is critical. Naming schemes (URNs) should be adopted and used to create transportable, persistent locator information. Two schemes for Uniform Resources Names (URNs) are in use (PURLS and Handles) and others are proposed. The actions reflect the need for doing as well as the fact that the development of permanent/unique naming schemes is close to completion. 

In interpreting its charge, the Task Force determined that its focus would be on what the library community can contribute to the "big picture" of providing bibliographic access to digital resources.

ALCTS Taskforce on Meta Access
Final Report


April 3, 1997 

One of the first assumptions of the legacy technological framework of knowledge representation was that Web pages are phenomenon that .


Attempt to catalog the Web with the NetFirst database, which presently has about 100 K records.  Efforts are continuing to catalog library materials with CORC

Perhaps the most significant extension of the cataloging paradigm was the development and application of metadata.

Metadata stuff

Lawrence and Giles report low metadata use  The simple HTML "keywords" and "description" metatags are only used on the homepages of 34% of sites. Only 0.3% of sites use the Dublin Core metadata standard.
Compare to Ed O’Neil’s survey.

Two challenges to the success of metadata would be the voluminous size of the Web and its rapid rate of growth.  Application of DC metatags is insignificant to the size of the Web.  

Extensible Markup Language (XML)

http://www.getthere.com/
Delivery system for travel services and products using XML as a data exchange format

http://www.acord.org/xml
Promoting XML in the fiancial services industry

http://www.cxml.org/home/
Commerce XML Resources

http://38.200.211.164/
Financial information eXchange (FIX) protocol for real-time electronic exchange of securities transactions.

http://www.4thworldtele.com/
Real Estate Markup Language

http://www.xfrml.org/
AICPA promote an XML based specification for accounting data

http://www.adxml.org
advertising XML schema 

Mortgage Lending Industry Benefits from Arbortext's XML/SGML Technology Mortgage Resource Center Uses Arbortext E-Content Software for the Most Comprehensive, Accurate and Up-To-Date Collection of C
ANN ARBOR, Mich., Jun 27, 2000 /PRNewswire via COMTEX/ -- Arbortext, Inc., a leading provider of Extensible Markup Language (XML) -based e-content software for e-publishing, e-commerce, and B2B e-marketplaces, today announced that Mortgage Resource Center, Inc., a leading publisher of compliance and regulatory information for the mortgage lending industry, has chosen Arbortext's XML/SGML-based e-content software suite to capture, assemble and personalize critical lending guideline information for the mortgage industry. 

Currently, 97 of the top 100 lenders in the United States depend on Mortgage Resource Center for the most comprehensive, accurate and up-to-date collection of compliance and regulatory information. Arbortext's standards- based software enables Mortgage Resource Center to provide this information to major mortgage lending agencies such as Chase Manhattan Bank, Countrywide and Bank of America, along with government agencies such as the FHA and VA. 

Easypress launches XML-based suite for online publishing
JUN 29, 2000, M2 Communications - Easypress has introduced its new professional web publishing system in the UK. 

Designed to enable publishers to update and maintain their online publications in a simple and cost-effective way, the Easypress Application Suite (EPAS) is a server-based suite of software applications based on XML technologies. 

XML Standard for Philanthropic Sector To Be Announced in July; Industry Leaders Announce Upcoming Launch of the Open Philanthropy eXchange, Encourage Sector and Industry Participation
Business Editors 

SAN CARLOS, Calif., CHARLESTON, S.C., and SALT LAKE CITY-- (BUSINESS WIRE)--June 29, 2000--A coalition of leading technology providers to the nonprofit community today announced plans to release an XML-based open language standard for use by the sector and those who provide services to the sector. 

Blackbaud, Charitableway.com, and MyAssociation.com announced that the Open Philanthropy eXchange (OPX) will be launched in July 2000. OPX will help streamline and facilitate the philanthropic world's use of technology. The founders of OPX also announced that the first OPX Consortium meeting, which is open to the participation of all interested parties, will be held in September 2000

Situational Expertise

Knowledge sharing sites where a Web company functions as a forum or a broker for the exchange of expert or everyday wisdom.

Allexperts.com – created in early 1998, was the very first large-scale question and answer service on the net.  “That's where we come in. If you can't find what you're looking for, or if you're looking for a rather uncommon piece of information, wouldn't it be nice if you could ask a real live person, preferably an expert or someone very familiar with the subject at hand? At Allexperts we have volunteer experts in nearly every category ready, willing, and able to answer your questions. Just click on a link to send a question on its way!”

Askme.com – “We’re building a wildly popular consumer service that will enable millions of people to easily get custom answers to their specific questions from real people. … Imagine building a nervous system that connects the people of this world. On this nervous system (we’re a little nerdish and call it a platform) we will create a nearly frictionless system for managing human knowledge. We are building the most valuable asset of the Internet Economy. ”

Epinions.com – “Epinions.com offers unbiased advice on over 100,000 products and services to help you make better buying decisions.” “Epinions helps people make better buying decisions. The Epinions.com community has red-flagged or recommended over 100,000 products and services, including cell phones, baby bottles, books, colleges, casinos, rock bands and running shoes. Epinions.com members expose the good and the bad -- and then get paid for sharing their expertise.”

Exp.com – “EXP is the convenient way to get expert advice and services. EXP connects individuals to Experts in hundreds of categories--from parenting to pets and from financial planning to fitness--making it easy and convenient to obtain valuable advice. Signing up is free, and all transactions between Experts and Members are completely secure, confidential, and personalized.”

ExpertCentral.com – “It's an Internet site that even the most ardent technophobe will love, as simple to use as ringing a doorbell.

Because ExpertCentral has already brought you to the right person's door.”

Experts-Exchange.com

IntellectExchange.com

Keen.com – “Keen.com™ is the Web's Live Answer Community™ - where you get answers to your questions over the phone. ”

MindCrossing.com

Consortiums supporting the open development of industry-specific XML frameworks and vocabularies
BizTalk  http://www.biztalk.org
CommerceNet  http://www.commerce.net
FinXML http://www.finxml.org
OASIS http://www.oasis-open.org/
Rosettanet http://www.rosettanet.org
Significance of web is that content is displayed, content is marked up with display tags of HTML.


The impulse was to extend knowledge paradigm to these new text forms.


Results were:

· Attempting to catalog the Web, example being OCLC NetFirst database, which has approximately a 100 thousand records.  Attempt to describe and declare the meaning of web resources using a structured database and the 

· CORC

Perhaps the most significant extension of the cataloging paradigm was the development and application of metadata.
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