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Web Search: 
Information Retrieval or Discovery?
Abstract
…
Introduction
Search has been a compelling human need spanning information technologies from the Library at Alexandria to the World Wide Web.   Within the last decade the Web has introduced millions of people to search.  To explain how things work, novice web searchers commonly use the rhetoric of information retrieval (IR) inherited from legacy vertical file and computer database systems.  This rhetoric suggests that the “index” Google “retrieves” web “documents.”  Sample explanations of  web information retrieval can be found at “How Internet search engines work” (Franklin, 2002) and “Getting web information retrieval right this time” (Bates, July 2002).   Such explanations consider web search as merely an extension of legacy search, and suggest that IR is the same process regardless of  technology: paper, database or Web.  
This essay finds that the rhetoric of legacy IR poorly serves the web searcher.  It finds web search technology to be substantially different from IR technology, and suggests that novice web searchers would benefit from a recognition of an “open” and “closed” Web.  The closed Web presumes a community that shares metadata, data structures, and social and linguistic values.  In the open Web, on the other hand, combinations of server and client-side technologies create information presentations for disparate communities that share few social or linguistic elements.  While “information retrieval” may be applied to the first, the second is better described by the rhetoric of “information discovery.”
The legacy technology of search
The technological foundation of search in the last century has been the storage and retrieval of paper.  Archetypical methodologies retrieved single papers or groups of papers based on some form of labelling.  Yates (2000) describes the technology of vertical filing that makes information accessible by using labelled files to hold one or more papers:


Vertical filing, first presented to the business community at the 1893 Chicago World's Fair (where it won a gold medal), became the accepted solution to the problem of storage and retrieval of paper documents….The techniques and equipment that facilitated storage and retrieval of documents and data, including card and paper files and short- and long-term storage facilities, were key to making information accessible and thus potentially useful to managers.  (Yates, 2000, 118 -120)

The application of computer databases to search by mid-century extended the vertical file paradigm of storage and retrieval.  A computer database resembles a vertical file as a storage device as a database record resembles a piece of paper as a unit of storage.  The more abstract term “document” addressed the inexact nature of the equivalence of database record = piece of paper.  Computer databases were seen to be storing and retrieving documents, which were considered as objects “carrying” information:

· With the appearance of writing, the document also appeared, which we shall define as a material carrier with information fixed on it. (Frants, Shapiro & Voiskunskii,  1997,  p. 46)

· Document: a unit of retrieval. It might be a paragraph, a section, a chapter, a web page, an article, or a whole book. (Baeza-Yates & Ribeiro-Neto, 1999,  p. 440)

· Information retrieval is best understood if one remembers that the information being processed consists of documents. (Salton & McGill, 1983, p. 7)

Digital documents possessed contents amenable to computation, a great advantage over paper documents. This boosted the systematic study of IR in the latter half of the century.  If one could mechanically parse the contents of digital documents, there was the possibility of  developing algorithms that identified and evaluated words, thereby perhaps discovering meaning.  This possibility was facilitated by assumptions about the nature of documents and authorial strategies.  For example, Luhn (1958, p. 160) suggested that “the frequency of word occurrence in an article furnishes a useful measurement of word significance.”  Such suggestions lead to a general strategy for automatic indexing: parse documents for words and then count the words.  Salton and McGill (1988) detailed steps of an automatic indexing process.  The following extract illustrates the strategic assumptions about where subject topical terms were located in documents, how text was processed to find these terms and how these terms were groomed before entry in an index: 
The first and most obvious place where appropriate content identifiers might be found is the text of the documents themselves, or the text of document titles and abstracts….Such a process must start with the identification of all the individual words that constitute the documents….Following the identification of the words occurring in the document texts, or abstracts, the high-frequency function words need to be eliminated…It is useful first to remove word suffixes (and possibly also prefixes), thereby reducing the original words to word stem form.  (Salton & McGill, 1988, pps. 59, 71).

The preceding short sketch of the technological background of search typifies the conventional conceptual paradigm novice web searchers find readily at hand.  The validity of this paradigm, and therefore its usefulness to web searchers, depends on demonstrating that a good portion of web content persists in time and is amenable to mechanical parsing.  If web content, however, tends to be short lived and not amenable to mechanical parsing, web searchers would be better served by some other conceptual model.  
Complementing the legacy technology of search was an elaborate social context built up over the last century that provided tools of search such as indexes, thesauri, classifications, etc.  The social context of search was provided by communities with shared social values and linguistics.  Strong community conventions solved potentially difficult information problems such as the preferred name for Mark Twain / Samuel Clemens.
The legacy social context of search
Librarianship was the source of powerful social conventions of search even before the introduction of the technology of vertical files.  For example, Charles A. Cutter suggested rules for listing bibliographic items in library catalogs as early as 1876.  Bibliographic standardization was so powerful an idea and so useful to the international community that groups from the United States, Great Britain, Canada and Australia cooperated in constructing the Anglo-American Cataloging Code.  Such internationalism surely would have impressed the naïve searcher that the world was converging towards uniform practice in describing bibliographic objects.  An equally impressive international uniformity was created by the wide acceptance of classification schemes, such as the Dewey Decimal Classification (DDC):

Other influences are equally enduring but more invisible, and some are especially powerful because they have come to be accepted as 'natural.'  For example, the perspectives Dewey cemented into his hierarchical classification system have helped create in the minds of millions of people throughout the world who have DDC-arranged collections a perception of knowledge organization that had by the beginning of the twentieth century evolved a powerful momentum.  (Wiegand, 1996, p. 371) 
The introduction of database technology to search by mid-century merely promoted the wider application of these social conventions to non-library settings and non-bibliographic data.  For example, data dictionary systems help database administrators maintain databases: “Through its capability of recording and maintaining descriptive information about data in a centralized library, it facilitates data sharing.” (Van Duyn, 1982, p. 23)  Certainly this justification would have provoked an immediate sympathy from Charles A. Cutter.

Database technology spurred many information communities to establish or promote social conventions for their information.  For example, the Education Resources Information Center (ERIC), “the world’s largest source of education information” (Houston, 2001, xiv), represents a community effort to structure and index the literature of education.  Structure was achieved by the application of the ERIC Database Master Files Tape Documentation (1992),  which specified permissible content structure and fields of the ERIC database record.  Common indexing vocabulary for the education community has been created by on-going vocabulary maintenance:

At the heart of the new procedures is the commitment to a participative approach to vocabulary development.  Three features characterize this approach: a designated vocabulary coordinator at each Clearinghouse to monitor the language of its own scope area; user participation in vocabulary review; and a regular interactive process for thesaurus development.  Simply put, ERIC has built a mechanism for considering multiple viewpoints in questions about indexing language.  (Houston, 2001, xv)

At the height of the database era in the late 1980s, vendors such as the Dialog Corporation offered access to hundreds of databases like ERIC, each presenting one or more literatures structured and indexed.  Such organization and uniformity would certainly have impressed the naïve searcher that, at least in regards to certain subject topical areas, the experts had their information under control.

The preceding short sketch of the legacy social context of search illustrates the conventional cultural setting for web search.  Novice web searchers can hardly be faulted for assuming web pages are digital documents that Google has indexed; and assume furthermore that caring authors have garnished their web pages with helpful subject topical terms.  If web content reflects these social conventions, web searchers are served by the legacy social context of IR.  If, however, the Web is characterized by an aggressive, competitive, anonymous exchange of information where “On the Internet, nobody knows you’re a dog” (Steiner,  July 5 1993), the novice web searcher is better served by another cultural frame, perhaps one that assumes information to be out of control, or perhaps even beyond control.

This completes a sketch of the legacy technology and social contexts of  IR.  Following is an attempt to apply these legacies to web search.  The motivating background question is: Are we doing IR on the Web?

The technological context of web search

1. Web content is a snapshot
Paper documents and database records persist in time and are retrievable again and again, year after year.  For example, documents added to the ERIC database thirty years ago are still retrievable.  There is every expectation that they will be retrievable next year.  This expectation provides a rough definition of it means to “retrieve” information – finding the same document time and again.  The metaphor used in the working draft on the Architectural Principles of the Web (Jacobs, August 30, 2002) does not, however, suggest retrieving the same thing time and again.  Interacting with a web resource gives one a “snapshot,” not a document:
There may be several ways to interact with a resource.  One of the most important operations for the Web is to retrieve a representation of a resource (such as with HTTP GET), which means to retrieve a snapshot of a state of the resource. (Jacobs, August 30, 2002, section 2.2.2)

The short life of  web content justifies the metaphor of a “snapshot.”  One reason that web content has a short life span is simply the ease of saving a file to a server.  For example, it is easy for me to edit my web pages whose content churn hourly with additions, subtractions and re-arrangements.  Recognizing web pages as containers for changing content likens them more to loose-leaf binder services than to papers, books or even database records:

An integrating resource is a bibliographic resource that is added to or changed by means of updates that do not remain discrete and are integrated into the whole.  Examples of integrating resources include updating loose-leafs and updating web sites.  (Task group on implementation of integrating resources, 2001)  

The critical differentiator between web content and traditional IR documents is the rate of change.  An ERIC record may last 30 years, but web content change has a higher velocity: Brewington and Cybenko (1998) observed that half of all web pages are no more than 100 days old, while only about 25% are older than one year.  Cho and Garcia-Molina (December 2, 1999) found 40% of web pages in the .com domain change every day.  Fifty percent of the more static .gov and .edu domains changed within a four month period.  
Web content change can also be measured by the rate hyperlinks rot. Markwell and Brooks (April 15, 2002) found that the half-life of science education links is 55 months.  Cockburn and McKenzie (2001) recorded the web use of seventeen subjects for 119 days and found that 25% of bookmarks had rotted within two months.
2.  A web document is a cultural artifact
Paper documents in vertical files and database records look pretty much the same on each retrieval.  It would be amazing if putting on reading glasses made certain content visible in a paper document, while removing the glasses made some content disappear.  But this can happen with web content.  A familiar web page may suddenly look and act differently, a difference that forces the recognition that web content is mediated by devices such as web browsers, operating systems, security arrangements, computer monitors, plug-ins, cookies, scripts and so on. 
The representations of a resource may vary as a function of factors including time, the identity of the agent accessing the resource, data submitted to the resource when interacting with it, and changes external to the resource.” (Jacobs, August 30, 2002, section 2.2.5)
Web content is not distributed as static, immutable objects like library books, but as streams of digital content to be constructed by the end-user devices, like web browsers.  The browser construction of a web page is a complex process, handled by the layout engine.  Figure 1 illustrates the process of converting HTML to a browser display for the Mozilla layout engine (Waterson, June 10, 2002).
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Figure 1: Basic data flow in Mozilla layout engine (Waterson, June 10, 2002)
This diagram illustrates that HTML code is parsed and deconstructed into a hierarchical content model.  Style sheets that reference content elements are also parsed.  A frame constructor mixes content with style rules into a hierarchy of content frames.  Nested content frames are painted to create the presentation in your web  browser display.  A different presentation would result from different HTML parsing rules, style sheet applications, frame construction algorithms, and so on.  The look and feel of web content is contingent on the display mechanism.  If your web browser presents you with presentations that look like “documents” it is a factor of cultural expectations, not technical necessity.  The mutability of web content is not deplored, but actually trumpeted as an advantage in delivering customized presentation:
Cookies serve to give web browsers a ‘memory’, so that they can use data that were input on one page in another, or so they can recall user preferences or other state variables when they user leaves a page and returns.  (Flanagan, 1997, p.231)
3. Web “indexes” are black boxes
Consider the example of Google.  Google (http://www.google.com/) is a popular search tool for web content, twice voted most outstanding search engine by the readers of Search Engine Watch (http://searchenginewatch.com/ ).  In August 2002, about 28% of web search was done with Google (Sullivan, September 17, 2002).  Google’s distinctive technique for ranking web pages, PageRank, has been discussed in both the scholarly and popular press.  
One of the hallmarks of legacy IR is an automatic indexing process such as the one sketched by Salton and McGill above.  The naïve web searcher probably assumes that a similar algorithm is used by Google, and furthermore that Google’s parsing algorithm is readily available for inspection.  Such is not the case.  There is no public information on the exact algorithm it uses to parse web content.  Sullivan (September 3, 2002) surmises that Google uses over 100 factors to parse web content, which still includes “traditional on-the-page factors.”  (On-the-page factors, of course, are the ones described by Salton and McGill’s process above.)  In Google’s world, they take second place. 
What else is there?  The context of links is extremely important.  The words used in or near the links that point at a page help define that page for Google and play a critical role in helping determine what the page will rank well for.  Traditional on-the-page factors also remain important.  Does a page use the terms that were searched for?  Do the words appear “high” in the document?  Are the terms in the document’s title tag?  These are all taken into account.  (Sullivan, September 3, 2002)

No public information exists about Google’s parsing algorithm because web authors would immediately exploit it to gain advantage and visibility for their web content. Google’s success rests on its ability to provide web search without the bias web authors would introduce to drive web surfers to their pages.  In short, not only is Google’s parsing algorithm a secret, it must be remain a secret for Google to survive.  Google’s parsing algorithm is its single most important piece of intellectual property:

We will not comment on the individual reasons a page was removed and we do not offer an exhaustive list of practices that can cause removal. However, certain actions such as cloaking, writing text that can be seen by search engines but not by users, or setting up pages/links with the sole purpose of fooling search engines may result in permanent removal from our index.  (http://www.google.com/webmasters/2.html)....Google's complex, automated methods make human tampering with our results extremely difficult (http://www.google.com/technology/index.html).

Using Google and a legacy IR systems are superficially similar experiences: You type in a word and you get stuff back.  But Google and legacy IR systems operate in totally different economic and social contexts.  IR indexing algorithms are widely publicized as aids to database searchers.  For example, Brooks (1998) examined three: Dialog, DataStar and OCLC EPIC.  Google must keep its parsing methods secret from web authors (and simultaneously, of course, web searchers) to protect the integrity of its search results.  Where legacy IR systems strove to make themselves more transparent to users, web tools like Google strive to remain opaque.  Thus is explained the industry that has sprung up to help web authors get listed.  For example, SureList from VeriSign will help you get your web pages listed in the “top search engines.”  
Google differs from legacy IR indexes in other fundamental ways.  Generally the scope of an IR index is all the content of a database.  Google not only does not index the whole Web, but systematically excludes web sites with doorway pages or splash screens, frames and pages generated “on-the-fly” by scripts and database reads.  Turau (1999) suggested that 75% of web pages are generated from databases.  Estimates of the size of the dark Web or invisible Web range widely, perhaps 75% of the Web lies beyond Google.  Furthermore, Jesdanun (October 25, 2002) reports that some content is removed from Google to satisfy national prohibitions.
4. Web presentation content vs. source content

Legacy IR documents tended to be relatively simple presentations of paper or database results.  web presentation tends to be a complex mixture of file includes, style sheets, XML data islands, image files, scripting and so on, that can be engineered to be resolved on the server-side or client-side, or some combination of these two.  As a result, in web search there can be many differences between what is visualized on a computer monitor (what a web searcher sees) and what resides in a HTML source document (what is available to Google).  In web search we lose the notion of a  document with identifiable contents; we have instead processes that produce presentations.
4a: What Google can see that you may not

It is unlikely that novice web searchers will follow every web browser presentation with an examination of the contents of the HTML source.  Most web searchers have neither the time nor interest to examine HTML code, but HTML source code is all Google sees.  Therefore Google may see content that most web searchers haven’t the time to excavate from HTML source code:

· Hidden in HTML comments:
<!--  The Earth is flat and you’re about to fall off! -->

· Placed inside style tags with visibility set to “hidden:”
<div id=”warning” style=”visibility: hidden;”>
The sky is falling and you’re about to be hit!

</div>

· Placed in scripts that run only under special conditions:
<script language=”JavaScript”>

function giveWarning() {


document.write(“Watch out for black cats!”);
}

</script>

4b: What you see that Google won’t
A web presentation is a graphic display: Colors, shape, hue, moving pictures, moving text, and so on have their own semantics for viewers.  Web presentation need not include text: “Graphic design can be content where users experience a web-site with little or no ‘text’ per se”  (Vartanian, I, 2001).  Web content is studded with vast numbers of objects opaque to Google that present text in images files, moving image files and applets.  None of the text in these objects would be available to Google.   Users will see a flashing graphic, Google will not.

Extensible markup technologies complicate the search of web content by separating content markup files from presentation markup files.  Consider the following XML source document.
The XML source document:
<?xml version = “1.0” encoding=”UTF-8”?>

<?xml-stylesheet type=”text/xsl” href=”message.xsl”?>

<text>Hi Terry!</text>

The content of this file is “Hi Terry” and if you point your browser at it, you would expect to see this message.  But this XML file is styled by the following file, which inserts its own content.

The XSLT stylesheet, “message.xsl”
<?xml version="1.0" encoding=”UTF-8”?>

<xsl:stylesheet version="1.0"                 xmlns:xsl="http://www.w3.org/1999/XSL/Transform" 

 

xmlns:fo="http://www.w3.org/1999/XSL/Format"> 

<xsl:template match="/">

<html>Goodbye Terry!</html> 



</xsl:template>

</xsl:stylesheet>

The styling content contradicts the source content.  This paradox is visible at http://faculty.washington.edu/tabrooks/Documents/IR/xml/message.xml  Be sure to examine the source document and consider that Google would index “Hi Terry” but web searchers would see “Goodbye Terry”.
Information discovery

I conclude from the preceding survey that the technological basis of web search is radically different from legacy IR paper and database systems.  The explanatory rhetoric that web searchers are “retrieving” “documents” by using Google’s “index” is not helpful because it doesn’t reflect the technological reality of web search.  In web search we lose the notion of the legacy IR document that persists in time and is the same for all uses and users.  

A more helpful rhetoric would suggest that web search is an exploratory activity that discovers currently available web content.  Web content is in constant flux and takes form and gains interactivity as permitted by display devices.  Web content is discovered by the use of tools that are not exhaustive in scope and use secret algorithms to parse web content.  On a macro level, the web searcher must realize that the majority of web content lies beyond the scope of these tools.   On a micro level, the web searcher must realize that much of the semantics of a particular web presentation lies beyond these tools.  
Information discovery on the web is a temporal phenomenon that is done with idiosyncratic tools using unknowable processes.  Web search is discovery, not retrieval. 
Closing the Web

The World Wide Web has such an amazing promise of sharing information and connecting people that the preceding paragraphs will probably be dismissed as nihilism.  The legacy social context of search spurs activity on many fronts to add semantics to web content. Examples include Dublin Core Metadata Initiative (http://dublincore.org/),  Resource Description Framework (http://www.w3.org/RDF/),  and DAML + OIL (http://www.daml.org/).  The motivating metaphor of a semantically rich Web is the Semantic Web (http://www.w3.org/2001/sw/) where “information is given well-defined meaning, better enabling computers and people to work in cooperation” (Berner-Lee, Hendler & Lassila, May 2001).

It is easy to find evidence that people on the web are not likely to cooperate benignly.  Mintz (2002) describes a “web of deception,”  and Doctorow (August 26, 2001) lists seven damning reasons against social organizaton on the Web.  Indeed, by 2002 the HTML tag specifically designed for semantics, meta, is increasingly recognized as a failure and rejected by all major web search engines (Sullivan, October 1, 2002).


The resolution of the social need to organize information and the inimical nature of the open Web is to close the web by creating communities of trust.  Examples of these are corporate intranets and enterprise systems.
Conclusion:
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